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1 Introduction to the reuse of experience-based knowledge 
about safety-critical IT projects 

1.1 Real-world problems in the reuse of experience-based knowledge 
about safety-critical IT projects 

The studies1 presented here deal with the great importance of security-critical IT sys-

tems for companies in the commercial sector, public institutions, and the civilian popu-

lation. This importance has risen sharply in recent years, as we will briefly explain using 

two concise examples.  

A security-critical IT system is one considered relevant to the security of the civilian 

population and whose potential failure is associated with a threat to public security. 

Safety-critical IT systems include critical infrastructures based on information technol-

ogy, such as a command and control system or the digital radio of authorities and or-

ganizations with security tasks. Security-critical IT systems fall into the area of critical 

infrastructures (KRITIS). They are defined as “Organisationen oder Einrichtungen mit 

wichtiger Bedeutung für das staatliche Gemeinwesen, bei deren Ausfall oder Beein-

trächtigung nachhaltig wirkende Versorgungsengpässe, erhebliche Störungen der öf-

fentlichen Sicherheit oder andere dramatische Folgen eintreten würden” (BUNDESMINIS-

TERIUM DES INNERN (2009), p. 3).  

In addition to economic requirements, safety-critical IT systems are also subject to so-

cial ones. The failure or delayed commissioning of a safety-critical IT system can en-

danger human lives, have serious economic consequences, and lastingly impact the ci-

vilian population’s security needs. Safety-critical IT systems are provided through 

safety-critical IT projects. The reuse of existing knowledge—so-called experience-

based knowledge—is a critical success factor for the successful implementation of 

safety-critical IT projects. Problems caused by a lack of experience in safety-critical IT 

projects can lead to the failure of said projects, or to a lack of added project value. The 

following two practical examples from Europe illustrate this. 

 

1) This article is essentially based on the dissertation of the first-named author; cf. SETHUPATHY (2024). Revi-
sions—in particular a significant streamlining of the content and the English-language translation—were made 
by the second- and third-named authors (and by a professional translation agency on their behalf). The under-
lying (German-language) publication SETHUPATHY (2024) contains extensive additional details, a very de-
tailed appendix—especially with extensive information on the ontology and the CBR system—as well as a 
wealth of in-depth references. As is customary in “modern” international publications, we have deliberately 
made very sparing use of footnote references so as not to interrupt the reading flow and the layout’s visual 
appearance too much. Readers who are interested in much more detailed source references, including the 
associated source criticism, are asked to consult the first-named author’s dissertation—cf. SETHUPATHY 
(2024)—directly. 
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The safety-critical IT project “Kooperative Leitstelle Berlin” which is currently in the 

implementation phase, has increased in cost from the original 84 million euros to around 

250 million euros due to planning errors and a delay in awarding the contract. As an 

additional consequence, the project is expected to be delayed by seven years. As the 

maintenance of the current control centers can only be guaranteed until 2025, the bridg-

ing period will necessitate an alternative solution, further raising costs as well as jeop-

ardizing society’s sense of security with regard to emergency call handling. 

Another example is the renewal of the Swiss Polycom security radio network, where 

underestimated requirements and deficiencies produced project delays. Here, too, the 

critical scheduling and the associated possible need for parallel operation of the new and 

old systems have raised the likelihood of additional costs. As a result of this and the 

direct awarding of the contract without a public tender, the project is the subject of pub-

lic discussion with the risk of growing mistrust in society. The client publicly announced 

that there was a lack of sound and specialized knowledge. A press release on the matter 

states: “Dieses Wissen aufzubauen hat sich aufseiten des Auftragnehmers als komplexer 

und schwieriger als ursprünglich angenommen herausgestellt.” (DER BUNDESRAT DER 

SCHWEIZER REGIERUNG (2021). 

These practical examples illustrate that the use of expertise and experience is a critical 

success factor for security-critical IT projects. In this context, one can also speak of 

“project knowledge management”, because project management is a particularly 

knowledge-intensive management task. The close connection between knowledge and 

project management is also emphasized in various publications and by common project 

management standards (such as PRINCE2, PMI, Scrum, and IPMA). The standards rec-

ommend drawing experience from completed projects, which is documented, for exam-

ple, in lessons learned, sprint retrospectives, and phase completion reports. This experi-

ence should be utilized in similar projects or in further sprints in order to enable engage-

ment with positive and negative experiences.  

The relevance of the reuse of knowledge on the one hand and its inadequate considera-

tion in everyday operations on the other illustrates the problem-oriented area of tension 

in the reuse of knowledge in project management in general and in the project manage-

ment of safety-critical IT projects in particular. This reuse problem comprises four sub-

problems, which we briefly list and then explain in terms of their content and further 

sub-summarized sub-problems.  

The first problem to be considered is that of knowledge representation. Knowledge 

gained from experience in operational project management is usually stored in the form 

of documents, plans, or logs. However, this form of storage is problematic for several 

reasons: 
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• Structuring problem: The documents are usually available in an unstructured 

form.  

• Source problem: In a company environment, there are also different sources that 

can be used to store such documents, which is why there is no central storage 

location for the storage of experience-based knowledge. 

• Vocabulary problem: The documentation of the experiential knowledge of dif-

ferent actors is heterogeneous, so that the documents lack a uniformly defined 

vocabulary that is understood in the same way by all actors. 

The system problem is reflected in the lack of a suitable IT system for the reutilization 

of experience-based knowledge from safety-critical IT projects. The lack of suitability 

can be categorized in problem-oriented terms as follows: 

• Processing problem: Existing IT systems have difficulty processing unstructured 

knowledge.  

• Accessibility problem: For an IT system to be accepted, it is also necessary that 

experience-based knowledge can be accessed at any time and in any place. This 

is currently not possible. 

• Intelligence problem: As a rule, existing IT systems are limited to simply dis-

playing the documents. There exists no “intelligent” processing of the document 

content. 

The knowledge loss problem comprises the loss of experiential knowledge. This can 

occur for various reasons, which are subsumed under the loss of knowledge problem in 

problem-orientated diction as follows: 

• Project team turnover problem: Constantly reorganized project teams create dy-

namism, but lead to the loss of specialist knowledge and experience. 

• Dismissal problem: Planned or unplanned company departures can lead to a loss 

of knowledge. 

The knowledge evaluation problem comprises all problems associated with the evalua-

tion of existing experience-based knowledge:  

• Resource problem: In most IT systems, the search for experience-based know-

ledge takes too long and is too resource-intensive, as those researching must 

comb through heterogeneous sources and natural-language texts. 
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• Technical problem: With existing techniques, natural language knowledge com-

ponents can be identified and automatically analyzed only to an insufficient de-

gree.  

• Comparison problem: The comparability of safety-critical IT projects is prob-

lematic, as no standard exists for the systematic comparison of safety-critical IT 

projects. 

 

1.2 Business desiderata for the reuse of experience-based knowledge  
about safety-critical IT projects 

The business desiderata can be derived on the basis of the previous explanations. The 

overarching desideratum, referred to below as the reutilization desideratum, is the crea-

tion of a way of intelligently reusing experience gained from safety-critical IT projects. 

From this, we derive the following partial desiderata: 

• Knowledge representation desideratum 

• System desideratum 

• Knowledge evaluation desideratum 

• Knowledge loss desideratum 

The knowledge representation desideratum expresses the need for a comprehensive rep-

resentation of experiential knowledge and comprises the following sub-desiderata: 

• Structuring desideratum: It would be desirable to structure experience-based 

knowledge. 

• Source desideratum: It would be desirable to store experience-based knowledge 

centrally at a single source. 

• Vocabulary desideratum: It would be desirable to represent experiential 

knowledge using a standardized vocabulary. 

The system desideratum expresses that it would be desirable to provide an IT system 

that enables the reuse of experience-based knowledge. The system desideratum com-

prises the following sub-desiderata: 

• Processing desideratum: It would be desirable to be able to process unstructured 

knowledge. 

• Accessibility desideratum: It would be desirable to be able to make experiential 

knowledge accessible anywhere and at any time. 
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• Intelligence desideratum: It would be desirable to reuse experience-based 

knowledge “intelligently”. 

The knowledge loss desideratum expresses that it would be desirable to store all 

knowledge gained from experience in order to prevent a loss of knowledge. The know-

ledge loss desideratum comprises the following subdesiderata: 

• Project team change desideratum: It would be desirable to be able to store the 

experience of departing project employees when project teams change. 

• Resignation desideratum: It would be desirable to be able to store the experience 

of departing employees. 

The knowledge evaluation desideratum expresses the need for a systematic evaluation 

of stored experience-based knowledge and comprises the following subdesiderata: 

• Resource desideratum: It would be desirable to be able to carry out the evaluation 

of experiential knowledge effectively and efficiently. 

• Technology desideratum: It would be desirable to include techniques that can 

also evaluate natural language knowledge components. 

• Comparison desideratum: It would be desirable to have systematic benchmarks 

for the evaluation of safety-critical IT projects. 

 

1.3 State of the art of the techniques available to fulfill  
the business desiderata 

An examination of the state of the art shows that the combination of ontologies and case-

based reasoning (CBR) is fundamentally suitable for the intelligent reuse of experiential 

knowledge in project management. Ontology-supported case-based reasoning combines 

the two techniques of ontologies and case-based reasoning. The use of ontologies in 

case-based reasoning systems (CBR systems for short) is not new. It has already been 

dealt with in various research publications; cf. DUARTE/BELO (2023), pp. 830–842; 

NKISI-ORJI et al. (2022), pp. 127–138; OBEID et al. (2022), pp. 991–1002; WANG/LIN/ 

ZHANG (2022), pp. 4–19; WEBER et al. (2021), pp. 12–27; EMMENEGGER et al. (2017), 

pp. 338–351; MARTIN et al. (2017), pp. 552–571; BOUHANA et al. (2015), pp. 3726–
3740; ZELEWSKI/KOWALSKI/BERGENRODT (2015a), pp. 294–302; ZELEWSKI/KOWALS-

KI/BERGENRODT (2015b), pp. 242–255; RECIO-GARCÍA/GONZÁLEZ-CALERO/DÍAZ-

AGUDO (2014), pp. 129, 134, and 137–143; AMAILEF/LU (2013), pp. 81–96; GUO/ 

HU/PENG (2012), pp. 497–507; BEIßEL (2011), pp. 40–220; ASSALI/LENNE/DEBRAY 

(2010), pp. 97–115; WYNER (2008), pp. 361–385; RECIO-GARCÍA et al. (2007), pp. 151–
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161; BERGMANN/SCHAAF (2003), pp. 608–624. This use of ontologies in CBR systems 

is generally regarded as positive; cf. WANG/LIN/ZHANG (2022), p. 5; BEIßEL (2011), 

p. 40. The advantage of combining ontologies with CBR systems is primarily seen in 

the fact that an ontology specifies the standardized vocabulary that is used in a CBR 

system. More precisely, this refers to the linguistic means of expression that can be used 

in an ontology-supported CBR system to specify and solve problems. These linguistic 

means of expression can go beyond a simple vocabulary, such as non-taxonomic rela-

tions or inference and integrity rules—as we will discuss later in more detail. 

We first describe the two techniques separately, then explain the combination of ontol-

ogy-supported case-based reasoning. 

Ontologies make it possible to create a shared understanding of the linguistic means of 

expression used in particular “conceptualizations” (in addition to, e.g., inter-conceptual 

semantic relations and semantic axioms with regard to the correct use of terms as to 

content). These linguistic means of expression are conceptualized and formally defined 

in ontologies; cf. CAROLLA (2015), p. 31.  

Ontologies that relate to the domain of project management can already be found in the 

state of the art; cf. SANTOS JÚNIOR et al. (2021), pp. 7–25, with a focus on agile projects; 

WEBER et al. (2021), pp. 12–23 and 50–75, with a focus on security-critical IT projects; 

MARTIN et al. (2017), pp. 551–552, 562, and 567–570; ZELEWSKI/KOWALSKI/BERGEN-

RODT (2015b), pp. 245–250; LIN et al. (2012), pp. 195–206; SHEEBA/KRISHNAN/BER-

NARD (2012), pp. 2–7; DONG/HUSSAIN/CHANG (2011), pp. 1164–1169; HUGHES 

(2010), pp. 9–19; ARAMO-IMMONEN (2009), pp. 49–55; SARANTIS/ASKOUNIS (2009), 

pp. 2–7; ABELS et al. (2006), pp. 817–819. However, researchers are not yet focusing 

on the domain of safety-critical IT projects separately. Only WEBER et al. (2021) have 

made an initial attempt to conceptualize a project management ontology for safety-crit-

ical IT projects. 

Case-based reasoning rests on the fundamental idea of comparing new cases with those 

old cases that have already been solved, then applying the most suitable old case to the 

new case. In the field of project management, this means that the knowledge gained 

from previous, similar projects should be reused for the implementation of new projects. 

However, the current fields of application of case-based reasoning as an isolated method 

for project management are limited to quantitative knowledge components, such as for 

estimating project costs; cf. for example RADZIEJOWSKA/ZIMA (2015), pp. 100–111; 

ZIMA (2015), pp. 59–64; KIM/SHIM (2014), pp. 66–72; JI/PARK/LEE (2012), pp. 45–51; 

KIM et al. (2012), pp. 284–291. Project-specific—especially qualitative (natural lan-

guage)—experience, such as requirement and functional specifications or employee 

competencies, are rarely or only insufficiently taken into account. 
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The combination of the two AI techniques “ontologies” and “case-based reasoning”—
ontology-supported case-based reasoning—can be used promisingly for knowledge 

management in project management. Some CBR tools already exist for the construction 

of ontology-supported CBR systems for its implementation. Examples include the CBR 

tools jCOLIBRI, MyCBR, COBRA, CASBIAN, CBR-Shell, Induce-IT, and KAI-

DARA Advisor; cf., e.g., MARTIN et al. (2017), pp. 556–557.  

jCORA (java-based Case- and Ontology-based Reasoning Application) is a CBR tool 

developed specifically for the application of ontology-based case-based reasoning in 

project management. WEBER et al. (2021), pp. 23–43, specifically discuss this tool’s use 

for safety-critical IT projects. However, the project ontology is not sufficiently expres-

sive to adequately represent safety-critical IT projects from an operational perspective. 

In particular, the conceptualization of WEBER et al.’s publication was not based on per-

formance descriptions and announcements from safety-critical IT projects. Furthermore, 

the ontology does not define its terms in accordance with the PRINCE2 standard. 

A current research project on a CBR system based on cloud technologies is the project 

CLOOD; cf. NKISI-ORJI et al. (2022), pp. 125–138; NKISI-ORJI et al. (2020), pp. 132–
142. This research project provides the CBR cycle’s phases as independent, publicly 

accessible, and usable serverless functions in the Python programming language, so that 

the functions can be used for any cloud-based CBR implementation project. However, 

there currently exists no implementation for cloud-based, ontology-supported case-

based reasoning for the domain of project management or safety-critical IT projects. 

Similarity measures for the processing of qualitative knowledge components are carried 

out in an ontology-supported CBR system by means of similarity algorithms, which 

particularly rely on the semantic distance within taxonomy graphs of an ontology to 

determine similarities. Alternatively, similarity tables are often used, but their concrete 

design is subject to rather subjective heuristics without a methodological background. 

Artificial neural networks (ANN) offer starting points for determining the similarity of 

terms. Although NKISI-ORJI’s aforementioned publication offers an initial basis for the 

connection between ontology-based CBR systems and artificial neural networks, it re-

mains vague with regard to an implementation proposal and the preparation of the train-

ing data. 
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1.4 Scientific problems with regard to the reuse of experience-based 
knowledge about safety-critical IT projects 

In the following, we compare each business desideratum on the desideratum hierarchy’s 

lowest level with the respective state of the art in order to check whether there is a non-

trivial discrepancy in each case. 

We begin by describing the non-trivial discrepancy between the sub-desiderata of the 

system desiderata and the state of the art for ontology-supported case-based reasoning. 

• Structuring desideratum: By using an ontology in a CBR system, it is possible to 

store experience-based knowledge in a structured manner. However, no ontology 

exists that provides sufficient vocabulary for safety-critical IT projects. 

• Source desideratum: In a CBR system, experience-based knowledge from safety-

critical IT projects can be stored centrally. However, there currently exists no 

adequate implementation of a central ontology-supported CBR system for safety-

critical IT projects. 

• Vocabulary desideratum: By using an ontology, experience-based knowledge 

can be stored using a previously defined standardized vocabulary. However, 

there exists no ontology that provides a sufficient vocabulary for safety-critical 

IT projects. 

• Intelligence desideratum: In principle, ontology-supported CBR systems are able 

to reuse experience-based knowledge intelligently. However, there exists no on-

tology for the domain of safety-critical IT projects in which the necessary lin-

guistic means of expression have been specified to enable the intelligent reuse of 

experience-based knowledge in this domain. The CBR tools considered in the 

state of the art, in particular jCORA, can hardly be used in operational practice 

due to the limitations of the applied software technology and usability. It is evi-

dent that the CBR systems are perceived as inadequate in business practice. 

• Processing desideratum: In principle, ontology-supported CBR systems support 

the processing of qualitative knowledge components, but there so far exists no 

fully comprehensive application for safety-critical IT projects, as there is no on-

tology for the domain of safety-critical IT projects in which the necessary lin-

guistic means of expression have been specified. 

• Accessibility desideratum: In principle, CBR tools for the construction of ontol-

ogy-supported CBR systems, such as jCORA, can be accessed ubiquitously. 

However, ubiquitous use is subject to a number of application barriers, such as 

the need to install a Java environment and exclusive access via a desktop client. 
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In order to enable ubiquitous use, initial approaches exist to develop cloud-based 

CBR systems, and in some cases also ontology-supported CBR systems. How-

ever, these approaches cannot be regarded as mature systems that can be used in 

the context of security-critical IT projects.  

• Termination desideratum: In principle, an ontology-supported CBR system ena-

bles the storage of experiential knowledge of employees leaving a company. For 

the domain of safety-critical IT projects, there exists no ontology in which the 

necessary linguistic means of expression have been modeled. 

• Project team change desideratum: In principle, an ontology-supported CBR sys-

tem makes it possible to store the experiential knowledge of employees leaving 

a project team. For the domain of safety-critical IT projects, there exists no on-

tology in which the necessary linguistic means of expression have been specified. 

• Resource desideratum: In principle, it is possible to evaluate experience-based 

knowledge with CBR systems that have been constructed using standard CBR 

tools such as jCORA. However, the processing steps, such as the similarity cal-

culation, cause a high local computational load, which cannot be adequately dis-

tributed across several computing resources due to the monolithic application 

structure. Cloud-native applications offer possible solutions for distributing the 

computational load that are lacking in conventional monolithic CBR tools. A 

possible implementation of ontology-supported case-based reasoning as a cloud-

native application for safety-critical IT projects does not currently exist. 

• Technology desideratum: Although the evaluation of natural language know-

ledge components is possible in principle using an ontology-based CBR system, 

the use of similarity tables in particular is not always effective and efficient in 

practice. Artificial neural networks, which can be used by cloud-native applica-

tions, offer starting points for the evaluation of natural language knowledge com-

ponents on the basis of comparative measures. 

• Comparison desideratum: CBR systems constructed with standard CBR tools 

such as jCORA offer universal benchmarks for comparing projects. Specific 

benchmarks for safety-critical IT projects do not currently exist. Due to the mon-

olithic application structure, the similarity functions for the benchmarks are also 

tied to the CBR systems. Extensions, such as the implementation of additional 

specific similarity functions for safety-critical IT projects, require development 

in the CBR systems. Cloud-native applications do not have a monolithic appli-

cation structure, which means that specific similarity functions can be provided 
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without system adaptation. However, there currently exist no ontology-based 

benchmarks that can be used for this purpose. 

The above comparison reveals four significant non-trivial discrepancies: 

• There exists no ontology that provides all relevant linguistic means of expression 

for security-critical IT projects. 

• There exists no implementation of an ontology-based CBR system for safety-

critical IT projects. 

• There exists no ontology-supported case-based reasoning as a cloud-native ap-

plication for safety-critical IT projects, including the implementation of ontol-

ogy-supported benchmarks. 

• There exist no benchmarks for ontology-based CBR systems for security-critical 

IT projects using artificial neural networks. 

In problem-oriented diction, the aforementioned non-trivial discrepancies can be formu-

lated as the following scientific problems: 

• Ontology problem: There is a transfer problem in the transfer of the general tech-

nology of ontologies to the domain of safety-critical IT projects. 

• CBR system problem: There is a transfer problem in transferring a general ontol-

ogy-supported CBR system to the domain of safety-critical IT projects. 

• Cloud-native problem: There is a transfer problem when transferring the general 

techniques of the cloud-native approach and ontology-supported, case-based rea-

soning with regard to the domain of safety-critical IT projects. 

• Neural network problem: There is a problem of understanding how artificial neu-

ral networks can be used to create ontology-based CBR systems for safety-criti-

cal IT projects. 

 

1.5. Intended scientific findings  

We do not intend to implement a fully functional prototype as a cloud-native applica-

tion. Instead, the prototypical development of the similarity algorithm and the imple-

mentation of specific similarity functions “only” serve to demonstrate the feasibility of 

an ontology-based CBR system as a cloud-native application. In summary, we intend to 

deliver the following scientific findings: 



Introduction to the reuse of experience-based knowledge about safety-critical IT projects 11 

 

• Safety-critical IT project ontology 

• CBR system with integrated ontology for safety-critical IT projects 

• safety-critical IT projects in the form of projects in a CBR system 

• Similarity calculation in the CBR system 

• Similarity algorithm as a serverless function in a cloud environment 

• Similarity functions as serverless functions in a cloud environment including spe-

cific similarity functions for the processing of qualitative information from 

safety-critical IT projects using artificial neural networks 
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2 Foundations for ontology-supported case-based reasoning  
for the reuse of experience-based knowledge  
about safety-critical IT projects 

2.1 Ontologies 

2.1.1 Classification of the concept of ontology in an information  
and business management context 

The term “ontology” originally stems from philosophy, where it relates to the doctrine 

of existence. Philosophers define ontology as the study of the conceptual understanding, 

content analysis, and characterization of the interlocking of the most fundamental struc-

tures of existence. They see it an attempt to describe the basic structures of reality cor-

rectly and universally.  

Yet this philosophical definition does not underpin our understanding of the term “on-
tology” that has gained relevance in the context of knowledge management. For this 

purpose, it is necessary to consider the concept of ontology from an information tech-

nology perspective. 

In computer science, ontologies are linguistic means of expression for a common area 

of application—a “domain”. They are understood as a shared intellectual and linguistic 

understanding of this domain that supports communication between human individual 

and collective actors (persons, groups of persons, and companies) and artificial actors 

(computers, “machines”, software programs) and thus facilitates the exchange, sharing, 

and joint application of knowledge in companies. For these purposes, ontologies in the 

field of informatics provide linguistic means of expression for the representation of 

knowledge. In particular, they make it possible to incorporate the meaning of “qualita-
tive” knowledge represented in natural language into computer-aided knowledge stor-

age and processing. 

The aim of an ontology is to create a shared conceptualization for the respective com-

munication participants for a precisely specified section of reality (domain). Thus, an 

ontology helps document and make transparent the knowledge of relevant terms in a 

domain. 

To summarize, the use of ontologies is expected to strengthen systematic knowledge 

management by structuring domain knowledge. To this end, relevant terms from a do-

main are specified in an ontology, taking into account their semantics and their relation-

ships to each other. The representation of this knowledge is usually computer-aided 

through the use of ontology editors in a computer-understandable form using a com-

puter-readable representation language.  
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2.1.2 Definition of ontologies 

There currently exists no general definition of ontologies in computer science. One of 

the most frequently used definitions of ontologies comes from GRUBER, who defines an 

ontology as follows (GRUBER (1993), p. 199): 

“An ontology is an explicit specification of a conceptualization.” 

Although these and related definitions are very popular, they have also faced criticism 

from various authors, as the terms “conceptualization” and “explicit specification” in 

particular remain undefined. An additional point of criticism is that ontologies require 

that their construction be accompanied by a process of defining terms. This definition 

takes place with several actors as a shared, commonly accepted lexicon of terms, as the 

advantage of an ontology would be minimal no common understanding existed. 

In order to avoid the points of criticism mentioned, we consider ZELEWSKI’s definition 

as more appropriate for this article. This is as follows (ZELEWSKI (2005), p. 153): “Eine 

Ontologie ist eine explizite und formalsprachliche Spezifikation derjenigen sprachli-

chen Ausdrucksmittel (für die Konstruktion repräsentationaler Modelle), die nach Maß-

gabe einer von mehreren Akteuren gemeinsam verwendeten Konzeptualisierung von re-

alen Phänomenen, die in einem subjekt- und zweckabhängig eingegrenzten Realitäts-

ausschnitt als wahrnehmbar oder vorstellbar gelten und für die Kommunikation zwi-

schen den o. a. Akteuren benutzt oder benötigt werden, für ‚sinnvoll‘ erachtet werden.” 

ZELEWSKI defines ontologies in particular as a specification of linguistic means of ex-

pression. We apply his concept as a working definition for the following three reasons. 

The first lies in its language orientation. The language orientation is vital for the present 

investigations because we are using ontologies in the context of ontology-supported 

case-based reasoning for the provision of linguistic means of expression for the appli-

cation of a CBR system. The second reason is that ZELEWSKI’s ontology definition for-

mulates two further important aspects that GRUBER’s definition leaves out: Firstly, the 

section of reality to be considered on which perception and imagination are based must 

be identified. A further aspect concerns the conceptualization of a section of reality that 

is limited to relevant phenomena that are important for the actors’ communication. 

 

2.1.3 Ontology components 

Ontologies essentially consist of the following components: classes (or, understood here 

synonymously, concepts), relations, attributes, restrictions, inference rules, and integrity 

rules. However, it is not necessary to use all six of these when creating an ontology. 
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Classes represent terms for the linguistic structuring of a section of reality. A class com-

prises a set of individuals that are defined by common characteristic properties and are 

represented by a specific designation. Classes are organized in a taxonomic structure. A 

taxonomy organizes the relationships between the classes using the “is_a” relation. The 

advantage of a taxonomy is that inheritance mechanisms are applicable. A subclass in-

herits the properties of its superclass. 

Classes can be further specified using relations and attributes. Relations and attributes 

are similar in their basic functions, which is why the specialist literature often summa-

rizes them under the term “properties”. Relationships between classes can be established 

in both taxonomic and non-taxonomic form by means of relations. To establish taxo-

nomic relationships between two classes, the taxonomic relation “is_a” is used. All other 

relations are referred to as non-taxonomic relations. Non-taxonomic relations can be 

freely selected. For example, classes that do not have a superordinate-subordinate rela-

tionship can be set in relation to each other using non-taxonomic relations. Attributes 

are assigned to individual classes. Such attributes can contain various data types, such 

as numerical values or texts. 

Individuals (or, understood here synonymously, instances) are a concrete manifestation 

of a class. Individuals have exactly the attributes and relations of the class to which they 

belong; additional attributes and relations cannot be added at the individual level. In-

stead, concrete relation and attribute values are assigned to individuals at said level.  

Both attributes and relations can be limited using restrictions. Restrictions are used to 

define semantic restrictions on classes and their properties. These restrictions are ex-

pressed using a logical descriptive language in order to restrict the assignment of attrib-

utes and relations to individuals and of individuals to classes. Further possibilities for 

describing relationships in an ontology using a logical descriptive language are, for ex-

ample, set-theoretical links between classes, numerical quantifications, the hierarchiza-

tion of relations, and the construction of inference and integrity rules. Inference rules 

are an essential component of knowledge-based systems and are used to infer new 

knowledge based on existing knowledge.  
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Figure 1 below illustrates the ontology components mentioned above using an example. 

 

 

Figure 1: Example ontology to illustrate the ontology components 

Figure 1 shows by way of example that the class Leistungsbeschreibung is a subclass of 

the class Vergabeunterlage. This means that all individuals that belong to the individual 

set of the class Leistungsbeschreibung are also summarized in the individual set of the 

class Vergabeunterlage. The inclusion context generally only applies in one direction. 

Therefore, in this context, the relation is_a is referred to as a subsumption relation. It is 

generally suitable for subordinating one class (Vergabeunterlage, Realgut) to another 
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class (Leistungsbeschreibung, MateriellesRealgut or ImmateriellesRealgut). The rela-

tionship between the classes sicherheitskritisches IT-Projekt and Vergabeverfahren is 

here made possible by means of the relation erfordertVergabeverfahren. The classes 

sicherheitskritischesIT-Projekt and Vergabeverfahren have attributes, namely benötigt-

Sicherheitsüberprüfung and unterliegtGeheimhaltung, of the boolean data type. 

A possible inference rule based on the example shown in Figure 1 is: 

 

Inference rule in SWRL Natural language translation 

Vergabeverfahren(?vf) ˄ unterliegtGeheim-

haltung(?ivf, ?s) ˄ swrlb:contains(?s, True  

→ sicherheitskritischesIT-Projekt (?its) ˄ 

 benoetigtSicherheitsprüfung(?its, True) 

If a procurement procedure is subject to a 

confidentiality level, then a security-critical 

IT project requires a security check. 

Table 1: Example of an inference rule 

 

2.1.4 Ontology-related representation languages 

Representation languages for ontologies enable a machine-readable representation of an 

ontology’s components. As a result, they also provide scope for vocabulary control and 

the formal definition of terms. In the following, we present only the currently predomi-

nant Web Ontology Language (OWL) as a representation language. OWL is an ontology 

language introduced by the W3C, which is based on the Resource Description Frame-

work (Schema) RDF and RDFS. OWL extends the syntax of RDF or RDFS with de-

scription logics, whereby RDF/RDFS is usually encoded in XML. Three variants can be 

distinguished in the OWL versions: 

• OWL-Full enables the unrestricted use of all OWL language elements and thus 

contains OWL’s full expressive power. The disadvantage of this high expressive 

power is that it leads to longer calculation times for conclusions.  

• OWL-DL includes the complete OWL expressions. However, its restrictions vis-

à-vis OWL-Full are aimed at reducing the calculation time of the conclusions. 

• OWL Lite is a sublanguage of OWL-DL and primarily enables the expression of 

class hierarchies and simple restrictions. This sublanguage contains only the most 

elementary means of expression.  
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2.2 Case-based reasoning 

2.2.1 Basic idea of case-based reasoning 

Case-based reasoning (CBR) is a technique from artificial intelligence research that is 

used to “intelligently” solve general problems—or, synonymously, cases or projects—
that can be traced back to the comparison between similar problems (“cases”). This 

technology provides design principles for the “intelligent” reuse of experience-based 

knowledge, which can be used to develop experience-based systems.  

Case-based reasoning is based on two fundamental assumptions that are close to human 

problem-solving thinking. The first assumption is that similar problems have similar 

solutions. The second assumption is that although each problem is different, the type of 

problem is repetitive. The idea is that the problem solutions are stored in a database so 

that they can be used for the subsequent solution of new problems, if these are of a 

similar problem type. 

From the perspective of business project management, a project—here synonymous 

with a problem or a case—always comprises three components: a project description, a 

project solution, and an evaluation of the project solution. A project’s specification is 

available in a project knowledge base, which is often also referred to as a case base, 

knowledge base, or project database.  

The term “reasoning” relates to drawing conclusions about a new project to be com-

pleted (e.g., tendered) on the basis of old, already completed projects. In case-based 

reasoning, a new project—represented as a “case”—is compared with a collection of 

projects in the project knowledge base in order to find old projects (cases) that are as 

similar as possible. The most similar old project is used as a starting point for the devel-

opment of an adaptation procedure for the current project. After processing, the current 

project and its project solution are transferred to the project knowledge base. The project 

knowledge base increases in size with each project processed. It therefore provides a 

“broad” basis in the search for a similar old project due to its constant growth. Case-

based reasoning therefore “automatically” leads to the acquisition of experience-based 

knowledge about projects that have already been carried out. However, it may be that 

no project in the project knowledge base proves useful, i.e., has a required minimum 

similarity to the new project. 
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2.2.2 Case-based reasoning cycle 

The CBR cycle, which is regarded as a typical process of case-based reasoning, can be 

traced back to AAMODT/PLAZA; cf. AAMODT/PLAZA (1994), pp. 44–45. AAMODT and  

PLAZA describe case-based reasoning as a cyclical process that comprises a total of four 

phases; cf. the following Figure 2.  

 

Figure 2: CBR cycle for knowledge reuse in operational project management 

As shown in Figure 2, the CBR cycle begins with an action request for a new project. 

To solve the new project, those working on it must use the project description in the 

retrieve phase to search for at least one similar old, already processed project in the 

project knowledge base. If they find no old project in the retrieve phase that has a user-

defined minimum similarity, they must abort the application of the CBR technique with-

out a result. 

In the reuse phase, those working on the project analyze the deviation in the project 

descriptions between the most similar old project identified and the requested new pro-

ject. Based on the previously identified deviations, they adapt the solution of the similar 

old project to the new project’s description. The result of this phase is a new project 

solution. 
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The subsequent review phase is used to check the new project solution and its suitability 

for reuse. For example, the suitability of the preliminary project solution can be assessed 

both manually, by experienced project managers, and with computer support, for exam-

ple using integrity rules. If the project solution developed so far does not appear to be 

completely plausible, corrections can be made to the existing project solution. The aim 

of these corrections is to revise the preliminary project solution in such a way that all 

requirements for a plausible and reusable project solution are met. If the project solution 

cannot be fulfilled due to plausibility or reusability requirements, it is terminated due to 

“irreparable solution requirements”. Otherwise, the findings of the review phase are in-

corporated into the project evaluation. 

Finally, in the retain phase, the triple from the project description, the project solution 

and the project evaluation for the new project are incorporated into the project 

knowledge base as knowledge. Parallel to the retain phase, the determined project solu-

tion and optionally also the project evaluation are issued to the project management as 

an action recommendation for the new project. 

 

2.3 Project management of security-critical IT projects 

2.3.1 Project management 

Project management methods are generally used for the management of security-critical 

IT projects. Project management is defined as the entirety of management tasks, organ-

izational forms, techniques, and resources for the initiation, definition, planning, con-

trol, and completion of projects. It describes the application of knowledge, skills, and 

techniques to project activities in order to fulfill project requirements. The project re-

quirements should be met within the performance objectives of time, cost, quality, 

scope, benefit, and risk.  

The frequently cited advantage of a project management standard is the use of a common 

language and thus a common understanding of project processing in order to reduce 

friction between the people involved in the project. In recent years, various project man-

agement standards have been established that are also suitable for the implementation 

of security-critical IT projects. The most common project management standards are the 

International Project Management Association (IPMA), Project Management Institute 

(PMI), Projects in Controlled Environments (PRINCE2), and Scrum. 

The relevant specialist literature often distinguishes between traditional project manage-

ment methods, such as IPMA, PMI, and PRINCE2, on the one hand, and agile project 

management methods, such as Scrum, on the other. However, it should be noted that 
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classic and agile project management methods do not have to be fundamentally contra-

dictory—they can also complement each other. Hybrid approaches are therefore possi-

ble as well; cf. HILMER/KRIEG (2014), pp. 47–48; HABERMANN (2013), pp. 93–94. The 

selection of a project management method essentially depends on the project, the con-

tractor’s way of working, and the client’s requirements. In the following explanations 

of PRINCE2 and Scrum, we emphasize the “reuse of experience” from the two project 

management methods. We base our focus on these two project management methods on 

the following considerations:  

• PRINCE2 is the world’s most widely used project management method alongside 

IPMA and PMI; cf. ERNE (2019), p. 20. In PRINCE2, “knowledge” and “learn 

from experience” are important components. 

• In the agile standard “Scrum,” the “Sprint Retrospective” is a central point for 

learning from experience. 

• The agile approach is becoming increasingly important in the project manage-

ment of safety-critical IT projects. One example is the company Eurofunk Kap-

pacher GmbH, which carries out safety-critical IT projects and describes the agile 

approach as the preferred standard when it comes to implementing deployment 

control systems. In some award procedures, clients explicitly request the use of 

the Scrum project management method to implement a safety-critical IT project. 

One example is the implementation of an operations control system for the police 

in the state of Brandenburg.  

• The PRINCE2 and Scrum project management methods can be used together as 

a hybrid approach in a safety-critical IT project.  

• A PRINCE2 and risk management ontology already exists that is designed for 

safety-critical IT projects and can be used as the basis for constructing an ontol-

ogy for safety-critical IT projects. The PRINCE2 and risk management ontology 

is described in WEBER et al. (2021), pp. 12–23, and is reused here. 

Based on the reasons described above, it seems sensible to combine the knowledge-

based focus of PRINCE2 and Scrum with the practical approach of case-based reasoning 

for the reuse of experience-based knowledge from safety-critical IT projects. 

 



22 Foundations for ontology-supported case-based reasoning for … safety-critical IT projects 

 

2.3.2 Project management domain: Security-critical IT projects 

No standardized definition of security-critical IT projects currently exists. In particular, 

it should be noted that the definition of a security-critical IT project can vary depending 

on the industry and company environment. However, regardless of the industry, it is 

necessary to carry out a risk analysis to ensure that the right measures are taken to protect 

the IT systems and data an IT project is to develop and provide. In this article, we focus 

on public projects that are financed by public funds and awarded through a public con-

tract. 

In order to define a safety-critical IT project, we must first define the terms “project”, 
“IT project”, and “safety-critical”. 

PRINCE2 defines a project as “a temporary organization that is created for the purpose 

of delivering one or more business products according to an agreed business case” (AX-

ELOS (2015, p. 33). A project therefore has the following characteristics (cf. AXELOS 

(2018), pp. 8‒9): 

• Change: A project should realize a change. 

• Temporary: A project is a temporary undertaking. 

• Cross-departmental: Work on a project is carried out by a team of people with 

different skills. 

• Unique: The project’s intention is unique. 

• Uncertain: the project brings opportunities, but also threats in the form of risks. 

An IT project has the same characteristics as the project term explained above. However, 

an IT project deals specifically with the implementation of an information technology 

system.  

Safety-critical IT projects have all the aforementioned characteristics of an IT project 

and also deal with the implementation of a safety-critical IT system. Safety-critical IT 

systems (also known as mission-critical systems) are found in critical infrastructure or-

ganizations and require “functional safety”; cf. the international standard IEC 61508. 

The federal government defines critical infrastructure organizations as “Organisationen 

oder Einrichtungen mit wichtiger Bedeutung für das staatliche Gemeinwesen, bei deren 

Ausfall oder Beeinträchtigung nachhaltig wirkende Versorgungsengpässe, erhebliche 

Störungen der öffentlichen Sicherheit oder andere dramatische Folgen eintreten wür-

den.” (BUNDESMINISTERIUM DES INNERN (2009), p. 3). In Germany, organizations and 

facilities in the areas of energy supply, information technology and telecommunications, 
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transport and traffic, health, water, food, finance and insurance, government and admin-

istration, as well as media and culture are counted as critical infrastructures.  

A project failure or an IT malfunction in the subsequent operation of a safety-critical IT 

system, which indicates a lack of work in the safety-critical IT project, would have a 

far-reaching impact. These impending consequences make the early identification and 

assessment of risks a vital task within a safety-critical IT project. Risks are identified 

and assessed continuously and independently of the respective project phase. Due to the 

risks and their imminent consequences, safety-critical IT projects must be managed dif-

ferently to normal IT projects; cf. GASSMANN (2001), p. 12.  

The concept of risk occupies a central position within a safety-critical IT project and 

requires a special form of risk management. The risk management of a safety-critical IT 

project must identify potential risks as “weak signals” at an early stage and correctly 

interpret them in order to assess the impending effects and plan any necessary counter-

measures in advance.  

In summary, this article defines a safety-critical IT project as an IT project that has the 

following specific characteristics: 

• A safety-critical IT project is a project in which the integrity, confidentiality, and 

availability of the safety-critical IT system to be implemented are of central im-

portance and whose protection requirement category is therefore classified as 

“very high”. 

• A safety-critical IT project requires functional safety to ensure a high level of 

protection against imminent damage caused by malfunctions or undesired behav-

ior of the safety-critical IT system. 

• Due to the identification as critical infrastructure and the associated commercial 

dependency on the IT system, legal requirements apply. 

• One of the central stakeholders of the project is a KRITIS organization. 

• The project is subject to an above-average level of risk.  

• A failure or loss of data in the safety-critical IT system to be implemented can 

have a serious impact on social order. 

• A contract for a security-critical IT project is awarded to a bidder through an 

upstream public procurement procedure. 

Due to the aforementioned characteristics, a special form of risk management and the 

associated early identification of risks in the form of an interpretation of “weak signals” 

are necessary. 
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2.4 IT applications 

2.4.1 Monolithic applications 

The term “monolithic application” is not uniformly defined in information technology. 

However, a “monolith” is understood to be an IT application (software) whose func-

tional elements are not separated from each other and are provided as a code block. The 

software application is self-contained, independent of other applications, and usually 

classified in two- or three-tier architectures. The three-tier architecture distinguishes be-

tween the data storage level, the technical concept level, and the presentation level. In a 

two-tier architecture, the business concept level is omitted.  

A monolithic application is characterized by the following features: 

• All functionalities and components of a monolithic application are traditionally 

implemented in a single code base. 

• A monolithic application generally uses a database to store and retrieve data. 

• Further development of the application function in a monolithic application is 

usually carried out step by step. 

• Monolithic applications can be more difficult to scale in an operational environ-

ment because they are built on a code base and cannot be scaled horizontally. 

• In practice, monolithic applications often require a longer development time, as 

all application functionalities are implemented in a single code base and must be 

tested as a complete application. 

 

2.4.2 Cloud-native applications 

The term “cloud-native application” (also: “cloud-native computing”) is not uniformly 

defined. Particularly noteworthy is the definition by KRATZKE (2022), p. 35, which says 

a cloud-native application is: “a distributed, observable, elastic service-of-services sys-

tem optimized for horizontal scalability that isolates its state in (a minimum of) stateful 

components.” In simplified terms, this means that the software application is designed 

for the cloud according to design-oriented principles and is then deployed and executed 

in a cloud environment. The following basic characteristics are attributed to a cloud-

native application; cf. VETTOR/SMITH (2023), pp. 5–10; CALDATO (2020), pp. 1–2: 
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• The software application is developed exclusively in a cloud and is designed for 

exclusive use in said cloud. 

• Cloud-native applications use open source technologies and are primarily geared 

towards transparency and interoperability. 

• The cloud-native approach focuses on creating functionalities that are based on 

serverlessness and can be deployed as encapsulated microservices. 

• Cloud-native applications are designed for horizontal scaling. 

Current studies consider both cloud-native applications and the development of these 

applications, which also takes place in a cloud, to be state of the art; cf. DELOITTE 

(2022), pp. 28–34; SLASHDATA (2021), pp. 13–16; CAPGEMINI (2021), p. 36; GARTNER 

(2021), p. 7; LÜNENDONK (2021), pp. 7–8 and 13–36, in particular pp. 17–36. This de-

velopment is largely driven by the development of cloud technologies. 

This article provides an exemplary “click prototype” for the cloud-native application 

and implements various serverless functions. The main function processes the result and 

returns it as a response to the request to the API gateway, which in turn forwards it to 

the requested client. Architecturally, the example shown above can be represented in an 

Amazon Web Service (AWS) cloud as follows. 

 

 

Figure 3: Calling a serverless function in the Amazon Web Service (AWS) Cloud 
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3 Application of ontology-supported case-based reasoning  
for the reuse of empirical knowledge  
about safety-critical IT projects 

3.1 Procedure for the application of ontology-supported case-based 
reasoning for the reuse of empirical knowledge  
about safety-critical IT projects 

For the application of ontology-based case-based reasoning for safety-critical IT projects, five 

steps are helpful. They build on each other and are as follows (the terms “project” and “case” 

are used synonymously in this article): 

1. Construction of a safety-critical IT project ontology 

2. Integration of the safety-critical IT project ontology into the CBR tool jCORA 

3. Description and modeling of projects to represent practical examples 

4. Similarity calculation between projects using the ontology-based CBR tool jCORA 

5. Adaptation of the solution of (at least) one similar old project to a new project as a 

follow-up problem—this is only outlined in this article but not dealt with in depth, but 

requires further research work. 

We describe these steps in more detail in the following chapters, and they serve as a procedure 

for the application of ontology-supported case-based reasoning for safety-critical IT projects.  

 

3.2 Construction of a security-critical IT project ontology 

3.2.1 Selection of a design method for the development  
of a safety-critical IT project ontology 

The specialist literature lists various construction methods for creating an ontology; cf. 

GÓMEZ-PÉREZ/FERNÁNDEZ-LÓPEZ/CORCHO (2004), pp. 113–154. However, there is no 

standard procedure for creating an ontology. 

In this paper, we base our ontology construction on the method of NOY/MCGUINNESS; 

cf. NOY/MCGUINNESS (2001), pp. 4–23. The authors propose seven consecutive activi-

ties for the construction, which we here extend with a further activity—the definition of 

rules (Semantic Web Rules). This extension is based on the fact that, in addition to car-

dinalities, semantic web rules are also defined for the safety-critical IT project ontology, 

which enable further reasoning. However, NOY/MCGUINNESS do not provide for such a 

rule development in their design method. 
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The eight activities for the construction of an ontology relevant to this article are as 

follows: 

1. Determine the domain and scope of the ontology 

2. Consider reusing existing ontologies 

3. Enumerate important terms in the ontology 

4. Define the classes and the class hierarchy 

5. Define the properties of classes 

6. Declare the properties by means of cardinalities 

7. Define Semantic Web Rules 

8. Create global individuals 

When implementing the above procedure in practice, repeating an activity may prove 

necessary. The “linear”, consecutive implementation of these activities is sometimes 

difficult, as previous activities must often be adapted during the ontology’s construction. 

Therefore, the eight activities mentioned above should rather be understood as an ideal-

ized procedure for ontology construction and can include further sub-activities within 

an activity in addition to running through an activity several times.  

Furthermore, it is important to understand that the ontology to be created is a basic prod-

uct in the form of an OWL file and is not an independent software application. An on-

tology can be expanded or modified at a later date. This may be necessary if the user 

perspective changes or if more far-reaching aspects, such as “radically” new projects, 

need to be taken into account. 

 

3.2.2 Selecting Protégé as an ontology editor 

Various ontology editors are available for constructing an ontology. The ontology edi-

tors frequently mentioned in the literature are, for example, Apollo, OntoStudio, Swoop, 

and Protégé. The use of an ontology editor is not mandatory. However, it is generally 

recommended for the construction of extensive ontologies. Ontology editors offer tool-

supported construction aids and enable the validation of the constructed ontology by 

means of a reasoner. Furthermore, there is extensive documented help to facilitate the 

use of an ontology editor. 

We have selected the ontology editor Protégé version 5.5.0 for the development of the 

safety-critical IT project ontology. We have based this selection on the following argu-

ments: 
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• Several studies, such as BEIßEL (2011), pp. 85–112, compare different ontology 

editors, with the ontology editor Protégé proving a recommendable alternative 

on several occasions. BEIßEL’s very detailed study assessed ontology editors in 

terms of their functionality, reliability, and usability. 

• There are various sources and online documentation in the form of video record-

ings to help potential users familiarize themselves with the software. Online help 

is also available for the Protégé ontology editor. 

• Various modules can be installed as “plug-ins”. The expandability ranges from 

additional visualization options to additional reasoning components. 

However, there are also disadvantages that we have considered initially acceptable for 

this article: 

• The ontology editor contains errors that sometimes cause the program to crash. 

• Protégé’s usability is considered in need of improvement, as it is difficult to in-

tuitively apply the tool without first reviewing documents. 

• It is a desktop-based system requiring a Java runtime environment. 

Protégé is an ontology editor developed at Stanford University. It is currently subject to 

the General Public License and is freely available, including the source code. Protégé 

supports two types of ontology creation, namely a frame-based and an OWL-based ap-

proach. The frame-based approach makes possible the creation of classic ontology com-

ponents, such as classes and relations. The OWL-based approach, which is used in this 

article, makes it possible to fully utilize the expressive power of OWL and RDF/RDFS.  

Protégé offers the possibility to extend its functionality with plug-ins. The following 

plug-ins are relevant for this article: 

• OntoGraf 

• OWLViz 

• SWRL-Tab 

The two plug-ins “OntoGraf” and “OWLViz” enable additional visualizations of an on-

tology. The “SWRL-Tab” plug-in is used to support the construction of rules. 

In addition to the already mentioned components, the integrated inference mechanisms 

contained in Protégé, the so-called reasoners, deserve special mention. Examples in-

clude Fact++, Pellet, and HermiT. These reasoners can be used to derive implicit 

knowledge. In addition, reasoners make it possible to check an ontology’s logical con-

sistency. 
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3.2.3 Application of the construction method for the construction  
of a safety-critical IT project ontology 

3.2.3.1 Defining the scope of an IT project ontology 

We here define the section of the application area (domain) of an IT project ontology 

that is to be covered. We set out to determined which aspects of said application area 

should be described in the ontology and which areas should be neglected. In addition, 

these steps should define the ontology’s level of detail and purpose. 

In order to define the application’s scope, we first formulate basic questions. Table 2 

below shows these questions for the safety-critical IT project ontology to be created. 

Basic questions Answers 

Which domain does the ontol-
ogy refer to? 

The ontology refers to the application domain of safety-critical IT 
projects. 

For what purpose is the ontol-
ogy is used? 

The ontology's purpose relates to the structuring and representa-
tion of domain-specific knowledge for safety-critical IT projects. 
It serves as a specification of commonly used linguistic expres-
sions to improve communication between actors collaborating in 
safety-critical IT projects. It functions as the basis for the proto-
type CBR tool jCORA and for use in a cloud-based, ontology-sup-
ported CBR system to support the reuse of empirical knowledge 
from safety-critical IT projects. 

Who should use the ontology? The safety-critical IT project ontology is intended to be used by 
all stakeholders involved in safety-critical IT projects. This in-
cludes, in particular, public authorities and organizations with se-
curity tasks that award security-critical IT projects, as well as con-
tractors that carry out such projects. 

Table 2: Basic questions to narrow down the application’s scope 

Although the basic questions provide a rough framework, they alone are not sufficient 

to specify the application’s scope. The formulation of competency questions is often 

suggested for concretization. Formulating these competency questions is aimed at al-

lowing the ontology designer to focus on answering them when specifying the ontology. 

From this designer’s perspective, answering the competency questions represents the 

areas of particular interest. In addition, these questions should be understood as expected 

requests from the ontology’s potential users. One should be able to fully formulate the 

competency questions using the linguistic means of expression provided in the safety-
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critical IT project ontology. One should also be able to develop a question list that is as 

complete as possible, as this makes it possible to check that the relevant aspects are 

covered and that the ontology is correct and complete. 

In order to formulate practical competency questions, we interviewed six experts who 

work on safety-critical IT projects in various roles in this field. These experts are project 

managers who, according to their statements, each have more than five years of project 

experience with a total project volume of more than 5 million euros in the integration of 

safety-critical IT systems. We will mention the following competence issues as results: 

• What types of risk exist in safety-critical IT projects? 

• Who are the stakeholders of a safety-critical IT project? 

• What characteristics define the availability of a safety-critical IT system? 

• How is the fault tolerance of a safety-critical IT system measured? 

• What does the structure (system environments) of a safety-critical IT system look 

like? 

• What influence do changes in legislation have on safety-critical IT projects? 

• What skills are required for the implementation of safety-critical IT projects? 

• What does a specification sheet (defined scope of delivery) look like for safety-

critical IT projects? 

• What is the demarcation/embedding/interaction with other safety-critical IT pro-

jects and environments? 

• What does the necessary increased quality assurance for security-critical IT pro-

jects look like? 

• Which methods can be used for risk assessment? 

• What security levels exist for security-critical IT projects? 

• Which KRITIS sectors can have security-critical IT systems? 

• Which availability classes exist for safety-critical IT systems? 

• What risk measures exist for safety-critical IT projects? 

• How is the forward-looking consideration of the state of the art (current, future) 

carried out, especially for long-term IT projects? 

• What protective measures are in place for security-critical IT systems? 

• What influencing factors exist in security-critical IT projects? 
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• What does a project organization look like for security-critical IT projects? 

• What is the difference between a “normal” IT project and a safety-critical IT 

project? 

• Which documents are necessary for the traceability of a safety-critical IT system? 

• Which components are relevant for the traceability of a safety-critical IT project 

and safety-critical IT system? 

• Where and with which characteristics is the usability of a safety-critical IT sys-

tem measured? 

• What are the characteristics of a safety-critical IT system? 

• What implementation strategies exist in safety-critical IT projects? 

• What impact does the tendering process have on the subsequent realization of a 

project? 

• What does the calculation of a safety-critical IT project look like? 

• Which components are relevant for the calculation? 

• Which documents are relevant for a safety-critical IT project? 

• How are the cost and time frame defined in a safety-critical IT project? 

• Which safety mechanisms can be used in a safety-critical IT system? 

• Which risks need to be tracked to ensure the project’s success? 

• How can risks be assessed and managed? 

• What restrictions must be taken into account in the tendering process? 

• How is the tendering law complied with? 

• What changes are required to the original project scope, and how are these inte-

grated into said scope? 

• Which project elements can be firmly priced without taking on too much risk? 

• What are the success factors in security-critical IT projects? 

• What are the failure factors in security-critical IT projects? 

• What risks exist in safety-critical IT projects? 

• What are the components of a safety-critical IT system? 
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• Which political stakeholders must be taken into account in order not to jeopardize 

the project’s success? 

• What project justification exists in the public interest, e.g., ensuring the supply 

of services to citizens? 

• How can a safety-critical IT project be carried out with the help of PRINCE2? 

• What plans need to be drawn up for the implementation of a safety-critical IT 

project? 

• Which requirements (functional, non-functional, and technical) must be taken 

into account in order to build a safety-critical IT system? 

• Are there requirements for the introduction and operation of a safety-critical IT 

system? 

• What should a concept or IT architecture for a safety-critical IT system look like? 

• How can modern and future-oriented cloud technologies be used in a safety-crit-

ical environment while continuing to meet security requirements? 

• How and when do employees need to be trained to adequately ensure awareness 

of the risks? 

• How can user acceptance of a new IT system be ensured? 

• What data is required in a security-critical IT system? 

• How can the availability and integrity of the data be ensured? 

• How can the high availability of a safety-critical IT system be ensured? 

• How can it be ensured that a safety-critical IT system is efficient and appropriate 

despite redundancy requirements? 

• What documentation is expedient to ensure the operational readiness of a safety-

critical IT system? 

• How can the operational readiness of a security-critical IT system be ensured 

with the help of a contractual agreement (according to EVB-IT)? 

• What fault tolerance must a security-critical IT system have? 

The list of competency questions presented must always be taken into account during 

the development process of the safety-critical IT project ontology and expanded or 

shortened if necessary. The subsequent removal of a competency question is possible if 



34 Application of ontology-supported case-based reasoning for … safety-critical IT projects 

 

it subsequently proves irrelevant. In this article, however, we have removed no compe-

tency questions; rather, further competency questions arose over the course of our on-

tology construction. For example, further competency questions proved necessary with 

regard to the award procedure, which impacts the implementation of a safety-critical IT 

project. Competence issues such as “What restrictions must be taken into account in the 

tendering process?” and “How is the tendering law complied with?” do exist. However, 

a closer look at the aforementioned competency issues leads to further questions, such 

as “Which procurement law can be applied to security-critical IT projects?”. This ex-

ample illustrates the need to formulate further questions as part of the ontology con-

struction. 

 

3.2.3.2 Testing existing ontologies for their use in the construction  

of a new IT project ontology 

In this step, we consider whether we can reuse a similar existing ontology as a founda-

tion, either in full or in part. 

Various “ontology libraries” are available for searching for potentially reusable ontolo-

gies. Examples include DAML and the Protégé Ontology Library. We found no ontol-

ogy in these libraries that was reusable for the development of an ontology for safety-

critical IT projects. However, two other ontologies—ones outside of the relevant ontol-

ogy libraries—did prove suitable for reuse in this article.  

The development of a safety-critical IT project ontology is based on a project manage-

ment domain ontology (PM domain ontology for short), which was developed by the 

Institute for Production and Industrial Information Management (PIM) at the University 

of Duisburg-Essen as part of the BMBF-funded joint project KI-LiveS (AI Laboratory 

for Distributed and Embedded Systems). We will integrate the safety-critical IT project 

ontology to be created into the PM domain ontology as a sub-area. 

Using the PM domain ontology as the basis for the construction of the safety-critical IT 

project ontology has the following advantages for this paper: 

• Basic classes, relations, and attributes of project management already exist in the 

PM domain ontology and are defined in very general terms, allowing us to make 

a concrete classification of terms as subcategories in the sense of a taxonomy. 

• The PM domain ontology has already been tested using the CBR tool jCORA. 

• User-specific customization is possible without prior adaptation measures. 
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• As part of the KI-LiveS project, the PM domain ontology was used to develop a 

PRINCE2 and risk management ontology with a focus on safety-critical IT pro-

jects. 

Figure 4 below shows the scope of the PM domain ontology in Protégé used for this 

article. 

 

Figure 4: PM domain ontology 

However, we have also identified the following disadvantages of using the PM domain 

ontology: 

• No meaningful documentation for the PM domain ontology’s components cur-

rently exists. 

• The PM domain ontology is a very extensive ontology, comparable to an “upper 
ontology”. The ontology’s complexity requires a non-negligible training period, 

which, as already mentioned, currently has to take place without meaningful doc-

umentation. 

• Cardinalities and semantic rules are not defined in the PM domain ontology. 

Therefore, one point of criticism is that the PM domain ontology has not yet been 

sufficiently specified. 

• The PM domain ontology is subject to continuous development, which means 

that classes, relations, and attributes can change at any time. There is a lack of 

version information on the ontology, making versioning difficult.  

Overall, however, the advantages mentioned above outweigh the disadvantages men-

tioned here. The disadvantages are deliberately accepted in order to extend the PM do-

main ontology and the associated OWL file with the ontology components of the safety-

critical IT projects in Protégé. 



36 Application of ontology-supported case-based reasoning for … safety-critical IT projects 

 

Alongside the PM domain ontology, we also use the PRINCE2 and risk management 

ontology, which was also developed as part of the KI-LiveS project. This ontology was 

created on the basis of the PM domain ontology and is specifically designed for safety-

critical IT projects. Reusing the PRINCE2 and risk management ontology to construct 

an ontology for safety-critical IT projects has the following advantages: 

• The ontology has been developed for safety-critical IT projects. 

• The ontology is based on the PM domain ontology. 

• The ontology was used to create example cases for safety-critical IT projects in 

the CBR tool jCORA. 

• The use of global individuals saves time when modeling IT projects. 

• The PRINCE2 and risk management ontology is documented in detail in the pub-

lication WEBER et al. (2021), pp. 15–23 and 50–75. 

Figure 5 below shows the scope of the PRINCE2 and risk management ontology for 

safety-critical IT projects used for this article. 

 

Figure 5: Scope of the PRINCE2 and risk management ontology 

However, the PRINCE2 and risk management ontology is subject to the following re-

strictions, which must be taken into account when constructing a safety-critical IT pro-

ject ontology: 

• Not all of the ontology’s terms originate directly from the PRINCE2 standard. 

• Not all of the PRINCE2 standard’s areas and terms are sufficiently taken into 

account in the ontology. 

• Comments by technical experts, for example in the form of defined competency 

questions or terms, are missing. 

• Integrating the PRINCE2 and risk management ontology into the underlying PM 

domain ontology can lead to contradictions, because when constructing the 
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PRINCE2 and risk management ontology, some classes were removed from the 

underlying PM domain ontology that are important for expressiveness in relation 

to safety-critical IT projects. 

The objective in constructing the PRINCE2 and risk management ontology was to de-

sign the ontology for safety-critical IT projects. Due to this background, various basics 

such as the integration options in the CBR tool jCO-RA using case studies from the 

safety-critical IT project environment and the consideration of some (if not all) safety-

critical IT project features have already been taken into account in this PRINCE2 and 

risk management ontology. Although some limitations in the ontology construction ex-

ist, as the listed disadvantages show, we have corrected them in this article. 

 

3.2.3.3 Definition of important terms for the IT project ontology 

We are developing a list of terms that is as complete as possible and relevant for the 

safety-critical IT project ontology. To practically construct an ontology for safety-criti-

cal IT projects, we asked experts about relevant terms from the domain of safety-critical 

IT projects, and extracted terms from relevant service descriptions of public tenders that 

are aimed at safety-critical IT projects. 

When listing the relevant terms, it is irrelevant from the perspective of an ontology 

whether they are potential classes, attributes, or relations. The collection serves as a list 

of relevant terms that are to be used in the construction process of the ontology. In this 

step, the list does not yet contain any specifics for the terms’ later use. Rather, the aim 

is to obtain a comprehensive list of what needs to be taken into account in the ontology 

to be created. Table 3 below shows an example of the terms identified for safety-critical 

IT projects. 

 

Sicherheit Vertraulichkeit Datenschutz 

Ausfallsicherheit KRITIS Gesetzeslage 

Vergabeverfahren Ausschreibung Verfügbarkeit 

Redundanzen Sicherheitsstufe Ausschreibungsrecht 

Sicherheitskritisches IT-System Total Contract Value (TCV) Lizenzen 

Hardware Software Systemintegration 

OnPremise  Nutzer  Nutzen 

Softwarequalität EVB-IT-Vertrag Vergabevolumen 
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Vergabebegleitung Generalunternehmer Subunternehmer 

Softwareentwicklung Programmiersprachen Abhängigkeit 

funktionale Anforderung nicht-funktionale Anforderung technische Anforderung 

Betrieb Datenmigration Schulung 

Angebotspräsentation Rechenzentrum Kundendaten 

Ausschreibungsunterlagen Systemumgebungen Bid-Team 

Erfolgsfaktoren Misserfolgsfaktoren Bundesland 

Redundanzen Sicherheitskonzept Strategie 

Akzeptanz Behörden und Organisationen 
mit Sicherheitsaufgaben 

Vergaberechtsverletzung 

Einsatzleitsystem Zugriffszahl Schnittstellen 

Gesamtabnahme Teilabnahme IT-Sizing 

IT-Beratung BSI-Grundschutz Datenpflege 

externer Projektaudit Kernaufgaben Service 

Wartung Robustheit Rollen- und Rechtekonzept 

Table 3: Terms relating to safety-critical IT projects (exemplary excerpt) 

Although we are not providing a complete list of terms from the PRINCE2 standard, we 

do give an exemplary list of risk management terms that played a major role in the 

aforementioned expert interviews below. 

 

Risikobeurteilung Risikobewertung Risikoidentifizierung 

mittelbare Risiken unmittelbare Risiken Eintrittswahrscheinlichkeit 

gesellschaftliche Auswirkung Gefährdungslage Meldepflicht BSI 

technologische Risiken Systemausfall Reaktionszeiten 

Wiederherstellungszeiten Risiko Politik Risiko Gesellschaft 

Service Level Agreements Hackerangriff Risiko Wirtschaft 

Haftungsrisiko  Haftungsbeschränkung Imagegefährdung  

Risikoregister   

Table 4: Risk management terms (excerpt as an example) 
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The terms shown in Table 3 and 4 are essential linguistic means of expression that were 

considered necessary both by the experts interviewed and in the relevant service de-

scriptions in order to conceptualize the application area “safety-critical IT project” in 

linguistic terms. 

 

3.2.3.4 Class construction  

For a better understanding of the classes of the safety-critical IT project ontology we 

later present as examples, we must first make some preliminary remarks on our approach 

to class construction, for the following points: 

• Explanation of the class construction 

• Relevance of the terms for class construction 

• Selection of the method for class construction 

• Chapter structure for the explanation of the constructed classes 

• Table structure for the explanation of the constructed classes 

As far as possible, we base our explanation of the class construction on the classes con-

structed in this article. We do not provide an explanation of the class from the underlying 

PM domain ontology and the PRINCE2 and risk management ontology for all classes; 

we explain only those that we additionally constructed as part of this article. However, 

in individual cases, classes from the PM domain ontology must be explained if an ex-

tension is made in the taxonomic sense in order to justify classification in the class. The 

explanation includes how the content of the existing class from the PM domain ontology 

was designed in order to justify the design decision. In principle, we did not change the 

first and second hierarchy levels of the PM domain ontology because we deemed no 

changes as necessary for these hierarchy levels. 

The collection of terms mentioned in chapter 3.2.3.3 serves as the basis for class con-

struction. For this purpose, the terms from the term collection that are to be represented 

by classes in the ontology must be identified. Terms with a high level of detail should 

be considered as individuals. More general terms should be defined as classes. However, 

practical ontology construction shows that the distinction made is ultimately subjective 

and can therefore be justified in different ways depending on the decisions of the ontol-

ogy constructor. The decision as to whether a term is modeled as a class or as an indi-

vidual is made on a case-by-case basis. 

Although the terms from chapter 3.2.3.3 are used as a basis for the construction of the 

classes, we also construct classes in this article that have not previously been mentioned 
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as terms. The terms serve as an orientation and construction aid, but do not represent the 

exclusive means for class construction. As already described, the performance descrip-

tions taken as a basis, in addition to the terms mentioned by the experts, represent an 

essential contribution to the class construction. 

The literature contains various methods for said class construction. The following three 

merit frequent mention (cf. NOY/MCGUINNESS (2001), pp. 6–7): 

• Top-down approach: The most general domain classes are defined first. The 

other subclasses are then constructed until the class hierarchy’s lowest level is 

reached.  

• Bottom-up approach: The first step is to define the most concrete class. The more 

concrete classes on the lower hierarchy levels are grouped together until the most 

general class is reached. 

• Middle-out approach: The top-down and bottom-up approaches are combined.  

A combination of the top-down and bottom-up approaches is used to construct the 

safety-critical IT project ontology. This is justified by the fact that the underlying PM 

domain ontology and the PRINCE2 and risk management ontology already specify a 

class structure and a combined approach is considered more expedient. An exclusive 

top-down or bottom-up construction was not always possible in the practical construc-

tion of the safety-critical IT project ontology. In the course of ontology construction, 

further findings emerged—e.g., during subsequent case creation, which made it neces-

sary to adapt the safety-critical IT project ontology. In practical implementation, it has 

proven practicable to first define the most important classes. 

However, for a comprehensible ex-post explanation of the safety-critical IT project on-

tology, it seems appropriate to choose the top-down approach to make it easier to un-

derstand the class constructions, which we explain in tabular form. The respective tables 

are structured as follows: 
 

Class Description Subclass of 

   

Table 5: Table structure for the description of classes 

The constructed or reused class is described in the “Description” column and the parent 

class is named in the “Subclass of” column. 



Application of ontology-supported case-based reasoning for … safety-critical IT projects 41 

 

In the following, we describe only a selection which, in our opinion, provide an easily 

understandable overview of the ontology’s class structure for safety-critical IT projects 

presented here, especially for readers without extensive experience with ontologies. 

Readers interested in further details of this ontology are referred to the comprehensive 

documentation of the class structure in SETHUPATHY (2024), pp. 102–234 and 645–677. 

The class Thing is the maximum class or “top” class of the safety-critical IT project 

ontology. All subsequent classes are subclasses of the maximum class Thing. The class 

Thing represents the taxonomy’s starting point and forms the “zeroth” hierarchy level. 

The class Thing determines that the ontology contains only a single taxonomy. The ex-

istence of multiple, parallel taxonomies is excluded by the use of the class Thing. 

The first subclasses of the class Thing are the classes Eigenschaft and Objekt.2 Both 

subclasses originate from the PM domain ontology. Figure 6 below shows the maximum 

class Thing and the directly subordinate subclasses Eigenschaft and Objekt on the first 

hierarchy level. 

 

Figure 6: Subclasses of the class Thing 

The class Eigenschaft is first explained using selected subclasses as examples. Later, the 

class Objekt is described with exemplary selected, associated subclasses. 

The class Eigenschaft is specified in the first hierarchy level by the utilized PM domain 

ontology and is characterized in the safety-critical IT project ontology as follows: 

 

2) In this English-language article, all designations of linguistic expressions for the ontology-supported CBR 
system, which was created using the CBR tool jCORA, are reproduced in German as they were implemented 
in the underlying ontologies (the PM domain ontology, the PRINCE2 and risk management ontology and the 
security-critical IT project ontology based on these) and are used in the ontology-supported CBR system pre-
sented here. The German-language terms in the original are deliberately retained because numerous linguistic, 
in particular semantic, subtleties can only be reproduced unadulterated in the (German) language originally 
used. In addition, these German-language terms, which have been retained in the original, are generally for-
matted in italics to emphasize their “linguistically frozen” character, among other things. 
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• The class Eigenschaft must be distinguished from the ontology components of 

attributes and relations, which are also referred to as a class’s characteristics. The 

general construction of classes for the safety-critical IT project ontology shows 

that it is not trivial to differentiate between subclasses of the Property class and 

the characteristics (in the form of attributes and relations) of a class. In individual 

cases, the distinction can be fluid and is subject to the ontology constructor’s 

subjectivity. This fluid distinction is exemplified by the subclasses of the class 

InformationstechnischeEigenschaft. These were designed as sub-subclasses of 

the class Eigenschaft but could also have been constructed as properties by using 

primitive data types within a class, such as the class Hardware. This example is 

intended to illustrate the challenge of differentiation at this point and emphasizes 

an ontology’s subjective nature and its construction (“design”) as a creative pro-

cess that cannot be fully “objectified”. 

• The subclasses of the class Eigenschaft provide linguistic means of expression 

for the property descriptions for the subclasses of the class Objekt, which are 

linked by means of non-taxonomic relations and are of particular importance for 

the safety-critical IT project ontology. Properties worth mentioning are, e.g., in-

formation technology properties, environmental conditions, and award procedure 

types. These properties are used to model special characteristics that cannot be 

adequately expressed with an attribute. 

• Properties are characterized by their immutability, whereas objects can change. 

Subclasses of the class Eigenschaft are discussed below. 

The class Eigenschaft is the PM domain ontology divided into the three subclasses In-

stanzBeschreibungskonstituente, QualitativeEigenschaft, and QuantitativeEigenschaft, 

as shown in Figure 7 below. The subclasses represent the second hierarchical level of 

the safety-critical IT project ontology. 

 

Figure 7: Second hierarchy level of the class Eigenschaft 
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The distinguishing criterion between the three subclasses is whether the property is 

based on a natural language feature component or whether said component consists of 

a measurable key feature. The class Eigenschaft and the associated subclasses are ex-

plained in Table 6 below. 
 

Class Description Subclass of 

QualitativeEigenschaft The class serves as a superclass 

for all qualitative properties. 

Qualitative properties are all 

non-numerical, naturally lingu-

istic properties. 

Eigenschaft 

QuantitativeEigenschaft The class serves as a superclass 

for all quantitative properties. 

Quantitative properties are all 

numerical properties that can 

be measured by means of a key 

figure. 

Eigenschaft 

Table 6: Description of the subclasses of the class Eigenschaft 

The class QualitativeEigenschaft contains various subclasses, as shown in Figure 8 be-

low. 

 

Figure 8: Subclasses of the class QualitativeEigenschaft 

In this third hierarchy level, the classes InformationstechnischeEigenschaft, Umge-

bungsbedingung, Projektbedingung, and VerfahrensArt are added as subclasses of the 

class QualitativeEigenschaft. The classes mentioned are described in more detail in Ta-

ble 7 below. They are mainly used to structure generally valid qualitative characteristics 

of project conditions, public award types, and environmental conditions with a focus on 

safety-critical IT projects. 
 



44 Application of ontology-supported case-based reasoning for … safety-critical IT projects 

 

Class Description Subclass of 

Projektbedingung The class represents class represents a 

prerequisite for a project that serves as 

an internal company condition and, in 

contrast to the environmental condition, 

does not reflect any influence from out-

side the company.  

QualitativeEigenschaft 

Informationstechnische 

Eigenschaft 
The class subsumes various information 

technology properties that are relevant 

for safety-critical IT projects. 

QualitativeEigenschaft 

Umgebungsbedingung The class subsumes various environmen-

tal conditions that can affect a safe-ty-

critical IT project as external factors. 

These environmental conditions serve to 

take into account a project’s “soft” fac-

tors. In this context, an environmental 

condition represents a state of external 

influences. 

QualitativeEigenschaft 

VergabeverfahrensArt There are various types of public pro-

curement in Germany. The current types 

of award procedures are described using 

this class.  

QualitativeEigenschaft 

Table 7: Description of the subclasses of the class QualitativeEigenschaft 

The class QuantitativeEigenschaft contains the classes DerivateQuantitativeEigenschaft 

and OrginäreQuantitativeEigenschaft. Both classes are already defined by the PM do-

main ontology. Figure 9 shows the class QuantitativeEigenschaft with the named sub-

classes. 

 

Figure 9: Subclasses of the class QuantitativeEigenschaft 
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The two subclasses of the class QuantitativeEigenschaft are used in the safety-critical 

IT project ontology to distinguish between derived metrics and original metrics. As 

safety-critical IT projects are awarded to a bidder through a public tender, the derived 

key figures—such as those from suitability criteria, exclusion criteria, and award crite-

ria—should also be reflected in the class construct. Quantity structures as derived key 

figures also play an important role for security-critical IT projects. Original quantitative 

properties, on the other hand, are simple key figures. For example, quantities are used 

for the dimensioning of IT systems. The key figures are regarded as factual and differ 

from derived quantitative properties in that they are not used for a derived evaluation. 
 

Class Description Subclass of 

Derivative 

Quantitative 

Eigenschaft 

The class DerivativeQuantitative 

Eigenschaft subsumes measurable prop-

erties that are represented by means of 

key figures, whereby the key figures’ 
primary purpose is to derive an evalua-

tion (e.g., suitability criteria, exclusion 

criteria, award criteria). 

QuantitativeEigenschaft 

Orginäre 

Quantitative 

Eigenschaft 

The class OriginäreQuantitative 

Eigenschaft comprises measurable char-

acteristics that are presented using key 

figures without the intention of deriving 

a valuation from them. 

QuantitativeEigenschaft 

Table 8: Description of the subclasses of the class QuantitativeEigenschaft 

The class InformationstechnischeEigenschaft describes the relevant properties of a se-

curity-critical IT system. Figure 10 below shows this class with the associated subclas-

ses. 
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Figure 10: Subclasses of the class InformationstechnischeEigenschaft 

The information technology properties are used to represent safety-critical IT systems 

with regard to their possible technical properties. Table 9 below describes the respective 

subclasses of information technology properties. 
 

Class Description Subclass of 

BasisUndQuerschnitts-

dienste 
The class BasisUndQuerschnitts 

dienste serves as the upper class of all 

basic and cross-sectional services in a 

safety-critical IT system. Services that 

form a common, cross-sectional basis 

for other services, e.g., specialist ser-

vices, services based on them, are not 

directly assigned to any individual spe-

cialist task. 

Informationstechnische 

Eigenschaft 

Anwendungstyp The class includes various application 

types that are currently available in in-

formation technology.  

Informationstechnische 

Eigenschaft 

Fernzugrifftyp The class represents the superclass for 

the various types of remote access to IT 

systems. Remote access is understood 

to mean external access (outside the 

network) to the safety-critical IT sys-

tem.  

Informationstechnische 

Eigenschaft 
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IT-Ebene The class represents the superclass for 

the IT levels of an IT system. 
Informationstechnische 

Eigenschaft 

IT-Hosting The class includes all types of IT host-

ing for safety-critical IT systems.  
Informationstechnische 

Eigenschaft 

ITSicherheits 

Eigenschaft 
The class includes all types of IT secu-

rity properties of a security-critical 

safety-critical IT system. The IT secu-

rity properties represent elementary 

properties of a security-critical IT sys-

tem in order to guarantee the protection 

objectives of the KRITIS requirement. 

IT security properties are characterized 

by the combination of several individ-

ual IT security properties 

Informationstechnische 

Eigenschaft 

Programmiersprache The class represents all types of pro-

gramming languages that can be used in 

safety-critical IT projects. 

Informationstechnische 

Eigenschaft 

Schnittstellen 

Typ 
The class subsumes all IT interface 

types that could be used in safety-criti-

cal IT projects. The interface types in-

clude open and non-open standards. IT 

interface types are data-oriented transi-

tions between programs or services via 

which data is exchanged. 

Informationstechnische 

Eigenschaft 

ServerTyp The class ServerTyp subsumes various 

server types that can be used from an 

application perspective for the imple-

mentation of a safety-critical IT system. 

The class does not include the server 

type from a hardware view. 

Informationstechnische 

Eigenschaft 

Schutzbedarfskategorie The class serves as a superclass for the 

protection requirement categories. The 

protection requirement is used to clas-

sify a security-critical IT system.  

Informationstechnische 

Eigenschaft 

Systemumgebung The class represents all types of system 

environments that are used for safety-

critical IT systems.  

Informationstechnische 

Eigenschaft 
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Virtualisierung The class serves as a superclass for all 

types of virtualization of IT hardware 

components. 

Informationstechnische 

Eigenschaft 

Barrierefreiheit The class serves as a superclass for the 

accessibility properties of an IT appli-

cation. 

Informationstechnische 

Eigenschaft 

Table 9: Description of the subclasses of the class InformationstechnischeEigenschaft 

The class VergabeverfahrensArt and its subclasses represent all types of public procure-

ment procedures. Figure 11 below shows the class VergabeverfahrensArt and the sub-

classes. 

 

Figure 11: Subclasses of the class VergabeverfahrensArt 

Public procurement procedures are highly committed to openness, transparency, and the 

principle of fairness, as public funds are used for procurement in the public interest. A 

lack of restriction and transparency can make a procurement procedure appear arbitrary 

and give rise to the suspicion of influence. 

An award procedure in the context of security-critical IT projects poses a particular 

challenge in terms of transparency and legal certainty. The awarding of a security-criti-

cal IT system can take one to two years from start to finish. This does not take into 

account a possible lawsuit by an unsuccessful bidder, which can lead to a further delay. 

This means that an award procedure also influences the safety-critical IT project. 

Figure 12 below illustrates the award steps provided for the respective award procedure 

types. In security-critical IT projects, the award documents may be subject to a confi-

dentiality level, meaning that all said relevant documents are subject to a confidentiality 

classification. 
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Figure 12: Award procedure 
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Table 10 explains the subclasses of the class VergabeverfahrensArt. 
 

Class Description Subclass of 

Innovationspartnerschaft The class Innovationspartnerschaft 

represents the type of award proce-

dure for an innovation partnership. 

The innovation partnership is a pro-

cedure for the development of inno-

vative products that are not yet 

available on the market for the sub-

sequent acquisition of the resulting 

services. An innovation partnership 

is a type of award procedure that 

was added in 2016. 

VergabeverfahrensArt 

NichtOffenesVerfahren The class NichtOffenes 

Verfahren provides the linguistic 

means of expression for the non-

open award procedure. 

A restricted award procedure is one 

in which the contracting authority, 

following a prior public invitation to 

participate (call for competition), se-

lects a limited number of companies 

on the basis of objective, transpar-

ent, and non-discriminatory criteria, 

which it invites to submit tenders. 

VergabeverfahrensArt 

OffenesVerfahren The class OffenesVerfahren  

represents the open procurement 

procedure. This is a type of procure-

ment procedure in which the con-

tracting authority publicly invites an 

unlimited number of companies to 

submit bids. 

VergabeverfahrensArt 
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Verhandlungsverfahren The class Verhandlungsverfahren 

represents the negotiated procedure. 

This is a type of procurement proce-

dure in which the contracting au-

thority approaches selected compa-

nies, with or without a call for com-

petition, in order to negotiate the 

tenders with one or more of these 

companies. 

VergabeverfahrensArt 

WettbewerblicherDialog The class Wettbewerblicher 

Dialog provides the linguistic means 

of expression for describing the 

competitive dialogue type of award 

procedure, for the award of public 

contracts with the aim of identifying 

and determining the means by 

which the contracting authority’s 

needs can best be met. This con-

tracting authority conducts a dia-

logue with the selected companies 

to discuss all aspects of the contract 

awarding. 

VergabeverfahrensArt 

Table 10: Description of the subclasses of the class VergabeverfahrensArt 

The environmental conditions influence a safety-critical IT project in various ways, 

which is expressed by the following subclasses. Figure 13 below shows the class Umge-

bungsbedingung with its subclasses. 

 
 

Figure 13: Subclasses of the class Umgebungsbedingung 
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The importance of environmental conditions can sometimes be found as framework con-

ditions in service descriptions of safety-critical IT projects, making the potential pro-

vider aware of said conditions. The subdivision into the following subclasses is based 

on the PEST concept. The term PEST is made up of the four English terms “Political”, 
“Economic”, “Sociological”, and “Technological”. For the following analysis, the four 

dimensions to include a fifth “Law”. This is because we are setting out to classify secu-

rity-critical IT projects in the area of public procurement, meaning that public procure-

ment law plays a key role. Table 11 represents the class Umgebungsbedingung with its 

subclasses. 
 

Class Description Subclass of 

Gesellschaft The class Gesellschaft subsumes all environmental conditions that 

are influenced by society. Societal environmental conditions can 

be structural characteristics (population structure, income struc-

ture, proportion of city dwellers, educational background, etc.) 

and associated trends (e.g., demographic change, increased need 

for security). Demands on products or on companies themselves 

are also summarized under social environmental conditions (in-

creasing environmental and health awareness, individualization, 

digital sovereignty, citizens’ sensitivity to data protection). 

Umgebungs 

bedingung 

Politik The class Politik subsumes the environmental conditions of poli-

tics. The environmental factor “politics” comprises the influenc-

ing factor of politics as the highest responsible party for the pro-

curement of a safety-critical IT system. The political framework 

conditions depend on the respective legislative period with the as-

sociated political agendas and are independent of a project dura-

tion. In this case, the “political” factor does not include the legal 

framework conditions, which are expressed in the following “le-
gal” factor. 

Umgebungs 

bedingung 
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Recht The class Recht provides the linguistic means of expression for 

the legal framework conditions. The legal framework is defined at 

the municipal, regional, national, and supranational level. They 

comprise the legal framework conditions for the contracting au-

thority and the contractor. These include regulations of the corpo-

rate constitution, public procurement law, obligations under the 

Public Procurement Act (VerpflG), declaration of commitment to 

comply with the ILO core labor standards, obligation to handle 

classified information of the classification level VS-NfD, data 

protection regulations, taxation, liability conditions according to 

EVB-IT, no-spy regulation including the technical no-spy clause, 

security regulations according to BSI, KRITIS regulation, online 

accessibility law, and accessibility. Security-critical IT projects 

face the challenge of having to implement existing legal require-

ments at the federal and state level. 

Umgebungs 

bedingung 

Technologie The class Technologie subsumes the technological environmental 

conditions. Technological developments influence IT projects in a 

variety of ways. Technology trends can lead to new technologies 

being developed or existing technologies being discontinued. The 

aspect of technology security plays an important role in security-

critical IT projects. The technology used in security-critical IT 

projects must meet the highest requirements in terms of opera-

tional security and future-proofing. The ability of authorities and 

organizations with security tasks must be guaranteed at all times. 

Larger consulting groups publish an annual presentation of the IT 

trends that should be taken into account in the technological im-

plementation of IT projects. 

Umgebungs 

bedingung 

Wirtschaft The class Wirtschaft is the upper class for the economy’s ambient 

conditions. Economic environmental conditions play an important 

role in public procurement. The contracting authorities (fed-

eral/state/local authorities) have different economic framework 

conditions. The federal states or municipalities themselves also 

have different framework conditions at the economic level.  

For example, one federal state may be in a better economic posi-

tion than another. This can be reflected in public contracts. 

Umgebungs 

bedingung 

Table 11: Description of the subclasses of the class Umgebungsbedingung 
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Figure 14 shows the upper class DerivativeQuantitativeEigenschaft with its subclasses. 

 

Figure 14: Subclasses of the class DerivativeQuantitativeEigenschaft 

The derivative quantitative properties represent key figures that enable a derived evalu-

ation. The class DerivativeQuantitativeEigenschaft can be easily explained using the 

suitability, award, and exclusion criteria from a public procurement procedure. These 

criteria can be used in a public procurement procedure to derive whether a bidder can, 

for example, successfully pass a competition or be excluded from a procurement proce-

dure because it does not meet the suitability criteria. 

The four subclasses Ausschlusskriterium, Eignungskriterium SonstigeRelevanteKenn-

zahl, und Zuschlagskriterium are discussed below. 
 

Class Description Subclass of 

Ausschluss-

kritierium 
The class Ausschlusskriterium represents the upper class 

for exclusion criteria in public procurement procedures. 

Generally applicable exclusion criteria leave the contract-

ing authority no room for discretion. In addition to gener-

ally applicable exclusion criteria, the notice of a request to 

participate or the notice of a call for tenders also contains 

other substantive exclusion criteria that must be taken into 

account when a bidder is processing a tender. 

DerivativeQuantitative 

Eigenschaft 

Sonstige 

Relevante 

Kennzahl 

The class SonstigeRelevanteKennzahl subsumes the other 

relevant key figures as a superclass. 
DerivativeQuantitative 

Eigenschaft 
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Zuschlags-

kriterium 
The class Zuschlagskriterium represents the upper class of 

award criteria in the context of a contract award proce-

dure. The award criteria are selection criteria used by the 

contracting authority to award the contract. The contract-

ing authorities are obliged to disclose the award criteria, 

which may also have various sub-categories, in the tender 

documents for the invitation to tender. The award criteria 

may have different weightings in the evaluation. The 

weighting must also be disclosed. Changing the award cri-

teria during an award procedure is not permitted. The 

award criteria express to which characteristics the con-

tracting authority essentially attaches importance and 

what serves as the basis for evaluating the tender. It is par-

ticularly important for potential contractors to fulfill the 

award criteria. 

DerivativeQuantitative 

Eigenschaft 

Eignungskri-

terium 
The class Eignungskriterium serves as the upper class of 

all suitability criteria in a public procurement procedure. 

According to the ARC requirements, a potential bidder is 

deemed suitable if it fulfills the suitability criteria speci-

fied in the award documents. The suitability criteria must 

be distinguished from the award criteria. The suitability 

criteria indicate whether a potential bidder is suitable to 

submit an offer. These suitability criteria may only in-

clude the following: 

• License and qualification to practice the profession 

• Financial and economic performance 

• Professional and technical performance 

The suitability criteria must be listed in full in the contract 

award notice. They must be proportionate and serve ex-

clusively to identify the companies that are suitable to 

provide the requested services.  

As a rule, suitability criteria are defined in participation 

competitions in order to identify suitable participants from 

the point of view of the contracting authority for the invi-

tation to tender.  

DerivativeQuantitative 

Eigenschaft 

Table 12: Description of the subclasses of the class DerivativeQuantitativeEigenschaft 
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Figure 15 below shows the class OrginäreQuantitativeEigenschaft with the respective 

subclasses. 

 

Figure 15: Subclasses of the class OrginäreQuantitativeEigenschaft 

The class OrginäreQuantitativeEigenschaft represents measurable units of quantity. 

The main difference from the class DerivativeQuantitativeEigenschaft is that the origi-

nal quantitative property is understood as an assessment-free general property, for ex-

ample as quantity or time quantities. 
 

Class Description Subclass of 

Mengengröße The class Mengengröße serves as the super-

class of all quantity quantities. 

The quantity quantities specify a measurable 

unit or quantity of a defined property that is not 

based on a time or value quantity. 

OrginäreQuantitative 

Eigenschaft 

Zeitgröße The class Zeitgröße serves as the superclass  

of all time variables. 

The time variable describes a specific point in 

time, a specific date, or a time interval. 

OrginäreQuantitative 

Eigenschaft 

Wertgröße The class Wertgröße serves as the superclass  

of all value variables. 

The value variables describe monetary values. 

OrginäreQuantitative 

Eigenschaft 

Table 13: Description of the subclasses of the class OrginäreQuantitativeEigenschaft 
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Figure 16 shows the class ITSicherheitsEigenschaft with the associated subclasses. 

 

Figure 16: Subclasses of the class ITSicherheitsEigenschaft 

IT security features are of fundamental importance for a safety-critical IT system and 

are included in the relevant performance specifications for safety-critical IT systems as 

a mandatory requirement. 

Protection goals are suitable for defining IT security properties. In the relevant interna-

tional specialist literature, these protection goals are referred to as the CIA triad (Confi-

dentiality, Integrity, and Availability) and are regarded as fundamental characteristics 

of IT security; cf. GONIWADA (2022), pp. 374–375; LIEDTKE (2022), p. 19. The protec-

tion goals of integrity, availability, and confidentiality are fundamental goals of IT se-

curity. It is important to distinguish between the protection goals, which are defined 

below as IT security properties, and the basic threats. The basic threats describe potential 

dangers to the security of security-critical IT systems, such as data loss, data theft, or 

unauthorized access to data. A protection goal can therefore be understood as one that 

is to be achieved through security measures (thus as an IT security property), while the 

basic threat represents one that jeopardizes achieving the protection goal. It is therefore 

important that both the basic threats and the protection goals are taken into account when 

planning security measures. The identified need for protection is difficult to quantify 

and is therefore limited to a qualitative assessment.  

Table 14 below shows the subclasses of the class ITSicherheitsEigenschaft. 
 

Class Description Subclass of 

Schutzziel 

Integrität 
The class SchutzzielIntegrität serves as a superclass for 

all properties relating to the protection objective of  

integrity. 

According to IT baseline protection, the “integrity” 

protection objective refers to the consistent functioning 

of IT systems and the completeness and accuracy of 

data. 

ITSicherheits 

Eigenschaft 
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Schutzziel 

Verfügbarkeit 
As a superclass, the class SchutzzielVerfügbarkeit con-

tains all properties relating to the availability protec-

tion objective. 

The “availability” protection objective defines the de-

gree to which IT systems, IT applications, IT networks 

and data are available to a user and can be used with-

out restriction. 

ITSicherheits 

Eigenschaft 

Schutzziel 

Vertraulichkeit 
The class SchutzzielVertraulichkeit serves as a super-

class for all properties relating to the confidentiality 

protection objective. 

This objective defines the protection against unauthor-

ized disclosure of confidential data. Confidential data 

may only be accessible to authorized persons in the 

permitted manner. 

ITSicherheits 

Eigenschaft 

Table 14: Description of the subclasses of the class ITSicherheitsEigenschaft 

Figure 17 illustrates the class Systemumgebung with the associated subclasses. 

 

Figure 17: Subclasses of the class Systemumgebung 

System environments are of central importance for safety-critical IT systems, as they 

are crucial for fail safety and for testing software and hardware. An adaptation to a pro-

ductive environment in the form of a software, configuration, or hardware adaptation is 

tested on various system environments beforehand. As soon as it is ensured that the 

safety-critical IT system is unlikely to fail, the adaptation to the production environment 

can take place. The purpose of running through the various system environments is to 

identify possible technical risks, such as those that may arise from software or hardware, 

on the various system environments at an early stage in order to rule them out for the 
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production environment. The purpose of running through the various system environ-

ments is to identify possible technical risks, such as those caused by software or hard-

ware, on the various system environments at an early stage in order to rule them out for 

the production environment. The class Systemumgebung is differentiated into the sub-

classes Testumgebung, Lasttestumgebung, Notsystem, Referenzumgebung, and Produk-

tivumgebung and explained in more detail in Table 15 below as a subclass of the class 

Systemumgebung. 
 

Class Description Subclass of 

Entwicklungs 

umgebung 
The class Entwicklungsumgebung serves as a superclass 

for all development environments. 

A development environment is a system environment that 

is mainly used for the development of software. The soft-

ware developers of an application use this system envi-

ronment to carry out development tests, for example.  

Systemumgebung 

Lasttest 

umgebung 
The class Lasttestumgebung serves as a superclass  

for all load test environments. 

A load test environment is a system environment that is 

set up specifically for load tests. The aim of load tests is 

to determine the maximum utilization of an IT system 

and to check the system’s availability under load. Atten-

tion is paid to performance and reliability not only for 

conventional IT systems, but also for safety-critical IT 

systems. Regular load tests are necessary in order to de-

termine the utilization limit of a safety-critical IT system, 

even with constant further development and adaptation. 

As load tests can severely impair the system’s perfor-

mance, they should not be carried out in a productive en-

vironment. Instead, they are carried out in the load test 

environment so as not to jeopardize the productive opera-

tion of the system. 

Systemumgebung 

Notsystem The class Notsystem serves as the superclass  

for all emergency systems. 

An emergency system is a system environment that is 

used when the productive environment has failed. Activa-

tion of the emergency system can be triggered automati-

cally or manually. An emergency system is a fallback en-

vironment for the productive operation of a security-criti-

cal IT system. 

Systemumgebung 
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Produktiv 

umgebung 
The class Produktivumgebung serves as a superclass for 

all productive environments. 

The production environment is the system environment 

actively used by the users of a safety-critical IT system. 

The production environment is the most important system 

environment, as it is where the productive operation of 

the safety-critical IT system takes place. The production 

environment’s failure would result in a system failure. 

Systemumgebung 

Referenz 

umgebung 
The class Referenzumgebung serves as a superclass for all 

reference environments. 

The reference environment is the system environment 

that serves as a reference for the production environment. 

The environment is used to carry out software tests on a 

production-like environment before software is installed 

on the production environment. As a rule, the reference 

environment is similar or identical in structure to a pro-

duction environment. 

Systemumgebung 

Schulungs 

umgebung 
The class Schulungsumgebung serves as a superclass for 

all training environments. 

The training environment is the system environment in 

which the user groups (e.g., administrators) are trained as 

part of training courses. 

Systemumgebung 

Testumgebung The class Testumgebung serves as a superclass for all test 

environments. 

The test environment is the system environment in which 

comprehensive software, data, and hardware tests take 

place. 

Systemumgebung 

Table 15: Description of the subclasses of the class Systemumgebung 
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Figure 18 below shows the class Virtualisierung with the associated subclasses. 

 

Figure 18: Subclass of the class Virtualisierung 

The virtualization of hardware components is a common way of providing technical 

resources in information technology. Table 16 below explains the subclasses of the class 

Virtualisierung, which provide the linguistic means of expression to express the differ-

ent virtualization concepts.  
 

Class Description Subclass of 

Desktop 

Virtualisierung 
The class DesktopVirtualisierung serves as a superclass for all 

types of desktop virtualization. 

Desktop virtualization refers to a virtualization concept in 

which a desktop client is provided virtually. 

Virtualisierung 

Netzwerk 

Virtualisierung 
The class NetzwerkVirtualisierung serves as a superclass 

for all types of network virtualization. 

Network virtualization is a virtualization concept in which a 

network is provided virtually.  

Virtualisierung 

Prozessor 

Virtualisierung 
The class ProzessorVirtualisierung serves as a superclass 

for all types of processor virtualization. 

Processor virtualization refers to a virtualization concept in 

which a processor is provided virtually. 

Virtualisierung 

Server 

Virtualisierung 
The class ServerVirtualisierung serves as a superclass  

for all types of server virtualization. 

Server virtualization is a virtualization concept in which a 

server is provided virtually. 

Virtualisierung 
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Speicher 

Virtualisierung 
The class SpeicherVirtualisierung serves as a superclass for all 

types of storage virtualization. 

Storage virtualization refers to a virtualization concept in 

which storage is provided virtually. 

Virtualisierung 

Table16: Description of the subclasses of the class Virtualisierung 

Figure 19 below shows the class Recht with the associated subclasses. 

 

Figure 19: Subclasses of the class Recht 

The subclasses of the class Recht represent different central legal issues for security-

critical IT projects. These include general law, the EVB-IT (Supplementary Contract 

Terms for the Procurement of IT Services), and procurement law. The subdivision is 

due to the fact that legal issues for a security-critical IT project can be distinguished 

between general legislation, the contract law for the procurement of IT services of the 

Federal Republic of Germany, and public procurement law. The EVB-IT and public 

procurement law are legal frameworks that have an impact on the public procurement 

of IT services and differ from general law, which can be understood as a basic frame-

work. 

Contracts for the procurement of safety-critical IT systems require comprehensive reg-

ulation in various areas due to the procurement’s complexity of the procurement and its 

high significance for the company, such as the description of both parties’ performance 

obligations and the definition of liability conditions in the event of malfunctions or fail-

ures of such systems. The statutory provisions on the law of obligations in the German 

Civil Code (BGB) alone do not sufficiently meet this requirement. Although they pro-

vide indications for a possible contract, they fail to adequately take IT-specific aspects 

into account. 

As a result, framework conditions must be created to supplement the aforementioned 

existing legal bases in order to place such complex projects on a contractual footing. 
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The Federal Ministry of the Interior has therefore drawn up these supplementary con-

tract terms for information technology (EVB-IT) with regard to the procurement of pub-

lic IT services. The EVB-IT subclass subsumes the various EVB-IT contract types that 

can be used for different areas of application. 

We have already touched on public procurement law in the class VergabeverfahrensArt, 

as security-critical IT projects intended for use by public authorities and organizations 

with security tasks (BOS) are subject to public procurement law. The procurement pro-

cedure can be understood as the application of public procurement law. With its regula-

tions, public procurement law defines how the federal government, federal states, and 

local authorities must proceed in order to purchase goods on the market or to commis-

sion construction and services. It is intended to ensure that the contracting authorities’ 
budget funds are used economically and in a competitive, transparent, and non-discrim-

inatory award procedure in order to give preference to the most economical offer in 

terms of value for money. 

Table 17 below explains the subclasses of the class Recht. 
 

Class Description Subclass of 

Allgemeines 

Recht 
The class AllgemeinesRecht includes all generally applica-

ble laws. 
Recht 

EVB-IT The class EVB-IT is the upper class for the EVB-IT’s differ-

ent contractual conditions. 
Recht 

Vergaberecht The class Vergaberecht represents the upper class of public 

procurement law, which subsumes the current and old pub-

lic procurement law of the Federal Republic of Germany. 

Recht 

Table 17: Description of the subclasses of the class Recht 
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Figure 20 below shows the subclasses of the class Zuschlagskriterium. 

 

Figure 20: Subclasses of the class Zuschlagskriterium 

The contract is awarded in accordance with Section 127 GWB (Act against Restraints 

of Competition) to the most economically advantageous tender, who is usually deter-

mined on the basis of a price-performance ratio. Section 58 VgV (Public Procurement 

Regulation) “Award and Award Criteria” lists qualitative, innovative, environmental, 

and social criteria as award criteria in addition to price. This also justifies the selection 

of the classes explained in Table 18 as subclasses of the class Zuschlagskriterien. The 

award criteria are of central importance for the award of a public contract and are there-

fore also the subject of various applications for review. The award criteria must be re-

lated to the contract’s subject matter. 
 

Class Description Subclass of 

Sozial 

kriterium 

The class Sozialkriterium represents the upper class for all 

award criteria that take social criteria into account. 

The Public Procurement Ordinance (VgV) describes social 

criteria as the “Zugänglichkeit der Leistung insbesondere 

für Menschen mit Behinderungen” and “ Kriterien, die be-

stimmte Aspekte des gesellschaftlichen Zusammenlebens 

betreffen”. 

Zuschlags 

kriterium 

Umwelt 

kriterium 

The class Umweltkriterium represents the upper class for 

all award criteria based on environmental criteria. 

Environmental award criteria are those linked to service 

characteristics that reflect the service’s effect on the envi-

ronment. 

Zuschlags 

kriterium 
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Qualitäts 

kriterium 

The class Qualitätskriterium represents the upper class for 

all award criteria that are based on quality-related criteria. 

Quality criteria are those that can influence the quality of 

the tendered service. The VgV describes, among other 

things, that the qualifications and experience of the person-

nel responsible for the contract’s execution can have an in-

fluence on said execution’s quality. Furthermore, the avail-

ability of the service and technical assistance as well as de-

livery conditions such as delivery date, delivery procedure, 

and delivery and execution deadlines are also to be included 

under quality criteria.  

Zuschlags 

kriterium 

Preis 

kriterium  

The class Preiskriterium is the superordinate class for all 

award criteria that are based on price-related criteria.  

Price-related award criteria are those linked to a service’s 

price. 

Zuschlags 

kriterium 

Innovations 

kriterium 

The class Innovationskriterium is the superordinate class 

for all award criteria that are based on innovation-related 

criteria. 

Zuschlags 

kriterium 

Table 18: Description of the subclasses of the class Zuschlagskriterium 

In addition to the class Eigenschaft, the class Objekt is a central class on the first hier-

archy level of the safety-critical IT project ontology—a level we already defined in the 

underlying PM domain ontology. Selected subclasses of the class Objekt are described 

in more detail below. 

The class Objekt is divided into the subclasses KognitivesObjekt and RealesObjekt by 

the PM domain ontology used, as illustrated in Figure 21 below. 

 

Figure 21: Subclasses of the class Objekt 

The distinction between the subclasses KognitivesObjekt and RealesObjekt is described 

in the security-critical IT project ontology as a differentiation between objects of thought 
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and objects of experience. Cognitive objects are objects that are created by the “inner 
perception” of any actor, regardless of whether the objects exist in reality. Real objects, 

on the other hand, are the content of experiential processes. The real objects exist in the 

respective conceptualized domain and can be observed.  

Table 19 below explains the subclasses of the class Objekt. 
 

Class Description Subclass of 

KognitivesObjekt The class KognitivesObjekt is the superclass of all cogni-

tive objects. 

The subclasses of the class KognitivesObjekt represent ob-

jects of thought processes that arise through “inner percep-

tion.” The cognitive objects do not necessarily have to ex-

ist in reality. 

Objekt 

RealesObjekt The class RealesObjekt is the superclass of all real objects. 

The subclasses of the class RealesObjekt represent objects 

of experience processes that arise through “external per-

ception.” Real objects exist in the constructed domain and 

can be observed by actors using their senses. 

Objekt 

Table 19: Description of the subclasses of the class Objekt 

Figure 22 below shows the class System with the associated subclasses. 

 

Figure 22: Subclasses of the class System 
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Table 20 below explains the subclasses of the class System. 
 

Class Description Subclass of 

Aufwands 

abschätzung 
The class Aufwandsabschätzung represents the super-

class for all types of effort estimation. It covers different 

types of effort estimation. 

System 

Sicherheits 

kritisches 

ITSystem 

The class SicherheitskrtischesITSystem is the upper class 

for all types of safety-critical IT systems. 
System 

Table 20: Description of the subclasses of the class System 

Figure 23 below shows the class Urteil with the associated subclasses. 

 

Figure 23: Subclasses of the class Urteil 

The class Urteil is subdivided into the classes Handlungsempfehlung, Werturteil, and 

TatsachenUrteil. Table 21 below explains the subclasses of the class Urteil. 
 

Class Description Subclass of 

Handlungs 

empfehlung 
The class Handlungsempfehlung is the superclass for all 

types of recommended actions. 

Recommendations for action are characterized as sug-

gestions for action plans that do not necessarily have to 

be adhered to. They serve as recommendations for a 

course of action. Recommendations for action are pub-

lished by software providers or public institutions, for 

example, to support a course of action. 

Urteil 
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Werturteil The class Werturteil is the superclass for all types of 

value judgments. 

Value judgements are characterized as personal state-

ments in which a fact is described positively or nega-

tively. In contrast to statements of fact, value judgments 

are not empirically verifiable.  

Urteil 

Tatsachen 

Urteil 
The class TatsachenUrteil is the superclass for all types 

of court judgments.  
Urteil 

Table 21: Description of the subclasses of the class Urteil 

Figure 24 below illustrates the class Wissen with the associated subclasses. 

 

Figure 24: Subclasses of the class Wissen 

The classes DeskriptivesWissen, EvaluativesWissen, KonzeptuellesWissen, and 

ProzeduralesWissen are used for the safety-critical IT project ontology. Table 22 below 

explains the subclasses mentioned. 
 

Class Description Subclass of 

Deskriptives 

Wissen 
The class DeskriptivesWissen is the superclass  

for all types of descriptive knowledge. 

“Descriptive knowledge” is defined as the knowledge of facts 

expressed through theories, concepts, principles, schemes, 

and ideas. 

Wissen 

Prozedurales 

Wissen 
The class ProzeduralesWissen is the superclass  

for all types of procedural knowledge. 

“Procedural knowledge” describes the practically applicable 

action knowledge and the ability to interlink declarative 

knowledge and apply it in action sequences.  

Wissen 
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Evaluatives 

Wissen 
The class EvaluativesWissen is the superclass for all types of 

evaluative knowledge. 

“Evaluative knowledge” represents knowledge that is availa-

ble in the form of an evaluation. 

Wissen 

Konzeptuelles 

Wissen 
The class KonzeptuellesWissen is the superclass  

for all types of conceptual knowledge. 

“Conceptual knowledge” is the basis for an in-depth under-

standing of subject-specific content. It is defined as the un-

derstanding of concepts that influence a domain and can be 

placed in a context. Conceptual knowledge comprises explan-

atory mechanisms for very specific facts that need to be 

linked together. 

Wissen 

Table 22: Description of the subclasses of the class Wissen 

Figure 26 below shows the class DeskriptivesWissen with the associated subclasses. 

 

Figure 25: Subclasses of the class DeskriptivesWissen 

Table 23 below explains the subclasses of the class DeskriptivesWissen. 
 

Class Description Subclass of 

Beschreibungs 

konstituente 

FürITGrundschutz 

The class BeschreibungskonstituenteFürITGrund 

schutz serves as a superclass that provides the lin-

guistic means of expression for expressing IT-

Grundschutz. 

Deskriptives 

Wissen 

Beschreibungs 

konstituente 

FürVergabeverfahren 

The class BeschreibungskonstituenteFürVergabe 

verfahren is the superclass that provides the linguis-

tic means of expression to express the awarding 

steps. 

Deskriptives 

Wissen 
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Beschreibungs 

konstituente-

FürPRINCE2 

The class BeschreibungskonstituenteFürPRINCE2 

acts as a superordinate class that encompasses all 

types of description constituents of the PRINCE2 

project management method. In this respect, the 

class provides the linguistic means of expression re-

quired to describe the defined terms in the PRINCE2 

project management method. 

Deskriptives 

Wissen 

Beschreibungs 

konstituenteFür 

Produkte 

The class BeschreibungskonstituentenFürProdukte 

serves as a superclass for all types of description 

constituents that are relevant for products. It pro-

vides linguistic means of expression for the require-

ments for real goods (expressed with the class Real-

gut). 

Deskriptives 

Wissen 

Beschreibungs 

konstituenteFür 

Projekte 

The class BeschreibungskonstituenteFürProjekte is 

the superclass for all types of description constitu-

ents in the context of projects. It provides the lin-

guistic means of expression for projects, thus ena-

bles a uniform and standardized description. 

Deskriptives 

Wissen 

Beschreibungs 

konstituenteFür 

Prozesse 

The class BeschreibungskonstituenteFürProzesse is 

the superclass for all types of descriptive constitu-

ents in the context of processes. The class provides 

linguistic means of expression for actions, thus ena-

ble a comprehensive description of processes. 

Deskriptives 

Wissen 

Table 23: Description of the subclasses of the class DeskriptivesWissen 

Figure 26 below shows the class EvaluativesWissen with the associated subclasses. 

 

Figure 26: Subclasses of the class EvaluativesWissen 
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Table 24 below explains the subclasses of the class EvaluativesWissen. 
 

Class Description Subclass of 

Bewertungs 

konstituente 

FürProdukte 

The class BewertungskonstituenteFürProdukte func-

tions as a superordinate class for all types of evalua-

tions in the context of products. This class provides 

linguistic means of expression for evaluating the ful-

fillment of requirements. 

EvaluativesWissen 

Bewertungs 

konstituente 

FürProjekte 

The class BewertungskonstituenteFürProjekte func-

tions as a superclass for all evaluations in connection 

with projects. This class provides the linguistic means 

of expression for the evaluation of projects. 

EvaluativesWissen 

Table 24: Description of the subclasses of the class EvaluativesWissen 

Figure 26 below shows the class KonzeptuellesWissen with the associated subclasses. 

 

Figure 27: Subclasses of the class KonzeptuellesWissen 

Table 25 below explains the subclass of the class KonzeptuellesWissen. 
 

Class Description Subclass of 

Strategie The class Strategie is the superclass for all types 

of strategies. 
KonzeptuellesWissen 

Table 25: Description of the subclass of the class KonzeptuellesWissen 

Figure 29 below shows the class BeschreibungskonstituenteFürPRINCE2 with the as-

sociated subclasses. 
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Figure 28: Subclasses of the class BeschreibungskonstituenteFürPRINCE2 

Table 26 below explains the subclasses of the class BeschreibungskonstituenteFür-

PRINCE2. 
 

Class Description Subclass of 

Grundprinzip The class Grundprinzip forms the superclass for 

PRINCE2’s basic principles. These represent the es-

sential guiding principles that must be observed dur-

ing the implementation of a PRINCE2 project. 

Beschreibungs 

konstituente 

FürPRINCE2 

ProzessPRINCE2 The class ProzessPRINCE2 is the superordinate class 

that represents PRINCE2’s processes. These consist 

of a structured sequence of operations that are de-

signed to achieve a defined goal. 

Beschreibungs 

konstituente 

FürPRINCE2 

Risikomanagement The class Risikomanagement represents the super-

class for all types of risk management. 

Note: As this is a polymorphic subsummation, two 

superordinate classes are indicated in the column on 

the right. 

Risk management comprises all measures to identify 

risks and to manage the processes associated with 

said risks in projects.  

Beschreibungs 

konstituente 

FürPRINCE2 

Methode 

Risikomanagement 

Prozess 
The class RisikomanagementProzess is the superclass 

for all types of PRINCE2 risk management processes. 

These processes represent a structured sequence of 

activities that include the identification, assessment, 

planning, and implementation of countermeasures 

and communication of risks. 

Beschreibungs 

konstituente 

FürPRINCE2 
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Thema The class Thema acts as a superclass for all PRINCE2 

topics that are essential components of project man-

agement and must be dealt with continuously 

throughout the project lifecycle. 

Beschreibungs 

konstituente 

Für PRINCE2 

Table 26: Description of the subclasses  

of the class BeschreibungskonstituenteFürPRINCE2 

Figure 29 below shows the class BeschreibungskonstituenteFürScrum with the associ-

ated subclasses. 

 

Figure 29: Subclasses of the class BeschreibungskonstituenteFürScrum 

The class’s division is based on the distinction between events and artefacts in the Scrum 

Guide by SCHWABER/SUTHERLAND (2020), pp. 7–12, which is considered standard lit-

erature for Scrum. 
 

Class Description Subclass of 

ScrumEreignis The class ScrumEreignis represents the superclass for 

all Scrum events, such as Daily, Sprint, and Sprint Ret-

rospective. 

Beschreibungs 

konstituente 

FürScrum 

ScrumArtefakt The class ScrumArtefakt represents the superclass for 

all Scrum artefacts, such as the product increment, 

product backlog, and sprint backlog. 

Beschreibungs 

konstituente 

FürScrum 

Table 27: Description of the subclasses  

of the class BeschreibungskonstituenteFürScrum 
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Figure 30 below shows the class BeschreibungskonstituenteFürProdukte with the asso-

ciated subclasses. 

 

Figure 30: Subclasses of the class BeschreibungskonstituenteFürProdukte 

We have based the subdivision of the class BeschreibungskonstituenteFürProdukte on 

the requirements laid out in the service descriptions on which this article rests. These 

service descriptions differentiate the requirements for the hybrid service bundle into the 

following areas: 

• Requirements for implementation and operation 

• Functional requirements 

• Non-functional requirements 

• Technical requirements 

The subdivision of the requirements made by the service descriptions is also suitable for 

the further differentiation of the class BeschreibungskonstituenteFürProdukte. The fol-

lowing Table 28 assigns the requirement areas for the hybrid service bundle from the 

service descriptions to the respective class designations of the subclasses of the class 

BeschreibungskonstituenteFürProdukte. 
 

Range of requirements Class designation 

Requirements for implementation  
and operation 

BeschreibungAnforderungen 
ZuEinführungUndBetrieb 

Functional requirement BeschreibungFunktionaleAnforderung 

Non-functional requirement BeschreibungNichtFunktionale 
Anforderung 

Technical requirement BeschreibungTechnischeAnforderung 

Table 28: Class designations of the requirement area 
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The advantage of this differentiation is that it creates a practical, safety-critical IT pro-

ject ontology, as it is based on the underlying service descriptions. 

In addition to the aforementioned differentiations for the class Beschreibungskonstit-

uenteFürProdukte, the subclass Produkttyp is defined by the underlying PRINCE2 and 

risk management ontology. The class Produkttyp has been subordinated to both the class 

BeschreibungskonstituenteFürPRINCE2 and the class BeschreibungskonstituenteFür 

Produkte through polymorphic subsumption. This polymorphic subsumption is based 

on the fact that the class Produkttyp is used semantically in the same way both as a 

description constituent of products in general and as a description constituent of the 

PRINCE2 project management method in particular. In PRINCE2, the product term is 

of central importance in order to differentiate between specialist products (which de-

scribe the specific deliverable, such as a safety-critical IT system) and management 

products (which are relevant for the creation of specialist products). Table 29 below 

explains the subclasses of the class BeschreibungskonstituenteFürProdukte.  
 

Class Description Subclass of 

Beschreibung 
Anforderungen 
ZuEinführung 
UndBetrieb 

The class BeschreibungAnforderungenZuEinführung 
UndBetrieb is the superclass for requirements for intro-
duction and operation. 

Beschreibungs 
konstituente 
FürProdukte 

Beschreibung 
Funktionale 
Anforderung 

The class BeschreibungFunktionaleAnforderung  
is the superclass for functional requirements. 

Beschreibungs 
konstituente 
FürProdukte 

Beschreibung 
NichtFunktionale 
Anforderung 

Die Klasse BeschreibungNichtFunktionaleAnforderung 
ist die superclass for non-functional requirements. 

Beschreibungs 
konstituente 
FürProdukte 

Beschreibung 
Technische 
Anforderung 

The class BeschreibungTechnischeAnforderung 
is the superclass for technical requirements. 

Beschreibungs 
konstituente 
FürProdukte 

Produkttyp The class Produkttyp is the superclass  
for all PRINCE2 product types. 

The class Produkttyp expresses the product concept  
of PRINCE2 and distinguishes between  
management and specialist products. 

Beschreibungs 
konstituente 
FürProdukte 

Beschreibungs 
konstituente 
FürPRINCE2 

Table 29: Description of the subclasses  

of the class BeschreibungskonstituenteFürProdukte 
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At this point, we will explain polymorphic subsumption using Protégé via the example 

of the class Produkttyp. A polymorphic subsumption can be created in Protégé using the 

Class Expression Editor. The Class Expression Editor is called up in the class in which 

the polymorphic subsumption is to take place using the “SubClass Of” function and the 

“Plus” symbol, which is shown circled in red in Figure 31 below. 

 

Figure 31: Calling up the function “SubClass Of” in Protégé 

In the Class Expression Editor, the superordinate classes can be determined by entering 

the class names and using the logical operator “and”. After confirmation, the subclass is 

assigned to both classes as superordinate classes. Figure 32 below shows an example of 

this using the class Produkttyp. 

 

Figure 32: Class Expression Editor 

Figure 33 below shows the class BeschreibungskonstituenteFürProjekte with the asso-

ciated subclasses. 
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Figure 33: Subclasses of the class BeschreibungskonstituenteFürProjekte 

Table 30 below explains the subclasses of the class BeschreibungskonstituenteFürPro-

jekte.  
 

Class Description Subclass of 

Projektaufgaben 

beschreibung 
The class Projektaufgabenbeschreibung is the super-

class for all types of project task descriptions. 
Beschreibungs 

konstituente 

FürProjekte 

Projektpartner The class Projektpartner is the superclass  

for all types of project partners. 

The project partners characterize a group of people 

who have a direct connection to a security-critical IT 

project. 

Beschreibungs 

konstituente 

FürProjekte 

Stakeholder 

Projekttyp The class Projekttyp is the superclass  

for all types of project types. 

A project type is used to characterize a project based 

on certain features. 

Beschreibungs 

konstituente 

FürProjekte 

Table 30: Description of the subclasses  

of the class BeschreibungskonstituenteFürProjekte 

Figure 34 below shows the class BewertungskonstituenteFürProdukte with the associ-

ated subclasses. 

 

Figure 34: Subclasses of the class BewertungskonstituenteFürProdukte 
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The class BewertungskonstituenteFürProdukte provides the linguistic means of expres-

sion for the evaluation knowledge about a safety-critical IT project’s requirements. The 

differentiation of this class is analogous to the differentiation of the class Beschreibung-

skonstituenteFürProdukte, which is based on the requirement areas of the underlying 

service descriptions. The class’s aim is to represent the described requirements from the 

class BeschreibungskonstituenteFürProdukte in the class BewertungskonstituenteFür 

Produkte as evaluative knowledge. 

The design decision to represent the requirements of a service description in the 

BeschreibungskonstituenteFürProdukte class as purely descriptive knowledge and to 

link them by means of non-taxonomic relations to the class Bewertungskonstituente 

FürProdukte, which represents the evaluating knowledge, allows requirements to be 

evaluated on the basis of the practical distinctions between the originally described re-

quirement from the service description and the requirement actually implemented. This 

design decision enables the allocation of experience-based knowledge of a safety-criti-

cal IT project to specific requirements. Deviations between the description of a require-

ment and the evaluation of the fulfillment of a requirement are expressed by the sub-

classes of the class SollIstAbweichungAnforderung. Non-taxonomic relations are used 

to establish the link between description, evaluation, and target/actual deviation. The 

subclasses of the class SollIstAbweichungAnforderung are also differentiated into the 

requirement areas of requirements for implementation and operation, functional require-

ments, non-functional requirements, and technical requirements. Through this design 

decision, requirements demanded in the service description can be expressed with the 

service provided by the safety-critical IT project both as evaluation knowledge and as 

target/actual deviation, and through the safety-critical IT project ontology.  

Figure 35 below summarizes the facts using the functional requirement of data mainte-

nance as an example. 
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Figure 35: Illustration of the class construction  

using the example of the functional requirement of data maintenance 
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Figure 35 describes the following facts: 

• The class BeschreibungskonstituenteFürProdukte forms the superclass for the 

class BeschreibungFunktionaleAnforderung, which in turn acts as the superclass 

for the class BeschreibungDatenpflege. 

• The class Leistungsbeschreibung, which is a subclass of the class Vergabeunter-

lage, is linked to the class BeschreibungDatenpflege by means of a non-taxo-

nomic relation hatBeschreibungDatenpflege. This construction is justified by the 

fact that the described requirements—such as data maintenance—originate from 

a service description, which in turn is part of the award documents. 

• The class BeschreibungFunktionaleAnforderung is linked to the class Realgut by 

means of a non-taxonomic relation beziehtSichAufRealgut. The use of this non-

taxonomic relation is intended to express the reference to the real goods required 

to fulfill the functional requirements.  

• The class Realgut is linked by means of a non-taxonomic relation hatBewer-

tungFunktionaleAnforderung with the class BewertungFunktionaleAnforderung, 

which represents the superclass for the class BewertungDatenpflege. This con-

struction expresses the evaluation of the real assets used for the fulfillment of the 

functional requirements for data maintenance. 

• The class BewertungFunktionaleAnforderung is linked to the class SollIstAbwei-

chungFunktionaleAnforderung by means of a non-taxonomic relation called hat-

AbweichungFunktionaleAnforderung. This construction enables the representa-

tion of deviations between the original functional requirement and its actual ful-

fillment. The class SollIstAbweichungFunktionaleAnforderung is the superclass 

of the class SollIstAbweichungDatenpflege. 

• The class BeschreibungDatenpflege is linked to the class BewertungDatenpflege 

by means of a non-taxonomic relation hatBewertungDatenpflege. This construc-

tion is intended to enable the evaluation of the fulfillment of the described func-

tional requirements for data maintenance. 

  



Application of ontology-supported case-based reasoning for … safety-critical IT projects 81 

 

Table 31 below explains the subclasses of the class BewertungskonstituenteFürPro 

dukte. 
 

Class Description Subclass of 

Bewertung 

Anforderung 

ZuEinführung 

UndBetrieb 

The class BewertungAnforderungZuEinführung 

UndBetrieb is the superclass for the evaluations for the 

requirements for the introduction and operation of 

products. 

Bewertungs 

konstituente 

FürProdukte 

Bewertung 

Funktionale 

Anforderung 

The class BewertungFunktionaleAnforderung is the su-

perclass for all types of valuations for the functional 

requirements. 

Bewertungs 

konstituente 

FürProdukte 

Bewertung 

NichtFunktionale 

Anforderung 

As a superclass, the class BewertungNichtFunk 

tionaleAnforderung contains all types of evaluations 

for the non-functional requirements. 

Bewertungs 

konstituente 

FürProdukte 

Bewertung 

Technische 

Anforderung 

The class BewertungTechnischeAnforderung is the su-

perclass for all types of valuations for the technical re-

quirements. 

Bewertungs 

konstituente 

FürProdukte 

Table 31: Description of the subclasses BewertungskonstituenteFürProdukte 

Figure 36 below shows the class BewertungskonstituenteFürProjekte with the associ-

ated subclasses. 

 

Figure 36: Subclasses of the class BewertungskonstituenteFürProjekte 

The subclasses of the classes AbweichungsbezogeneProjektbewertung, Erfolgsentste-

hungsbezogeneProjektbewertung and UnsicherheitsbezogeneProjektbewertung provide 

linguistic means of expression for the following purposes: 

• Risks of a safety-critical IT project (the class Risikotyp as a subclass of the class 

UnsicherheitsbezogeneProjektbewertung) 
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• Dependency relationships within a safety-critical IT project (the class Abhäng-

igkeitstyp as a subclass of the class UnsicherheitsbezogeneProjektbewertung) 

• Depicting relationship networks within a safety-critical IT project (the class 

Beziehungsgeflecht as a subclass of the class UnsicherheitsbezogeneProjektbew-

ertung) 

• Expressing success and failure factors within a safety-critical IT project (the 

classes Erfolgsfaktor and Misserfolgsfaktor as subclasses of the class Erfolgs-

entstehungsbezogeneProjektbewertung) 

• Representing project quality variances in the form of target/actual variances (the 

class SollIstAbweichungAnforderung as a subclass of the class Abweichungsbe-

zogeneProjektbewertung) 

Table 32 below explains the subclasses of the class BewertungskonstituenteFürProjekte. 
 

Class Description Subclass of 

Abweichungsbezogene 

Projektbewertung 
The class AbweichungsbezogeneProjektbe 

wertung is the superclass for all types of devi-

ation-related project evaluations.  

Bewertungs 

konstituente 

FürProjekte 

Unsicherheitsbezogene 

Projektbewertung 
The class UnsicherheitsbezogeneProjektbe 

wertung is the superclass for all types of un-

certainty-related project evaluations.  

Bewertungs 

konstituente 

FürProjekte 

Erfolgsentstehungsbezo 

geneProjektbewertung 
The class Erfolgsentstehungsbezogene 

Projektbewertung is the superclass for all 

types of performance-related related project 

evaluations. 

Bewertungs 

konstituente 

FürProjekte 

Table 32: Description of the subclasses BewertungskonstituenteFürProjekte 

  



Application of ontology-supported case-based reasoning for … safety-critical IT projects 83 

 

Figure 37 below shows the class ImmateriellesRealgut with the associated subclasses. 

 

Figure 37: Subclasses of the class ImmateriellesRealgut 

The differentiation of the class ImmateriellesRealgut into the other subclasses is essen-

tially based on the performance specifications used. These underlying specifications re-

quire various intangible real assets (both in the sense of production factors and prod-

ucts), which are differentiated into the following areas: 

• Project management services 

• Consulting services 

• Development services 

• Licenses 

• System integration services 

These service types represent the subclasses of the class ImmateriellesRealgut and are 

explained in Table 33 below. 
 

Class Description Subclass of 

Projektmanagement 

leistung 
The class Projektmanagementleistung is the su-

perclass for all types of project management ser-

vices.  

Immaterielles 

Realgut 

Beratungsleistung The class Beratungsleistung is the superclass for 

all types of consulting services. 
Immaterielles 

Realgut 

Entwicklung 

leistung 
As a superclass, the class Entwicklungsleistung 

contains all types of development services. 
Immaterielles 

Realgut 
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Lizenzen The class Lizenzen is the superclass for all types 

of licenses. 
Immaterielles 

Realgut 

Systemintegrations 

leistung 
The class Systemintegrationsleistung is the su-

perclass for all types of system integration ser-

vices. 

Immaterielles 

Realgut 

Table 33: Description of the subclasses of the class ImmateriellesRealgut 

Figure 38 below shows the class MateriellesRealgut with the associated subclasses. 

 

Figure 38: Subclasses of the class MateriellesRealgut 

Analogous to the differentiation of the class ImmateriellesRealgut, the subdivision of 

the class MateriellesRealgut is primarily based on the various tangible real assets re-

quired in the specifications, subdivided into the following areas: 

• Manual 

• Hardware 

• Immovable real assets 

These areas represent the subclasses of the class MateriellesRealgut and are explained 

in Table 34 below. 
 

Class Description Subclass of 

Handbuch The class Handbuch is the upper class  

for all types of manuals. 
Materielles 

Realgut 

Hardware The class Hardware is the upper class  

for all types of hardware. 
Materielles 

Realgut 
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ImmobilesRealgut The class ImmobilesRealgut is the superclass  

of all types of immovable real assets. 
Materielles 

Realgut 

Table 34: Description of the subclasses of the class MateriellesRealgut 

Figure 39 below shows the class BeschreibungNichtFunktionaleAnforderung with the 

associated subclasses. 

 

Figure 39: Subclasses of the class BeschreibungNichtFunktionaleAnforderung 

Non-functional requirements are divided into different categories of characteristics in 

accordance with ISO standard 9126. The underlying performance descriptions are based 

on this standard; cf. INTERNATIONAL ORGANIZATION FOR STANDARDIZATION (2000), 

pp. 7–13. This justifies the differentiation of the subclasses of the class Beschreibung-

NichtFunktionaleAnforderung into the characteristics explained in Table 35 below. 
 

Characteristic Definition 

Functionality The functionality characteristic describes that the 

expected functionality and the intended benefit 

are fulfilled. 

Reliability The reliability characteristic specifies the prod-

uct’s ability to operate without faults and to 

maintain the specified level of performance un-

der standard operating conditions. 

Usability The usability characteristic specifies the effort 

required to learn how to use the product. 
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Efficiency The characteristic efficiency describes the prod-

uct’s ability to achieve an appropriate perfor-

mance, taking into account resources such as 

time, storage space, or energy consumption, and 

its capacity to meet the time behavior require-

ments 

Maintainability The maintainability characteristic specifies the 

product’s ability to be changeable in order to be 

able to make corrections, improvements, and 

modifications. 

Portability The portability feature specifies the product’s 

ability to be transferred from one environment to 

another. 

Table 35: Features of the ISO standard 9126 

The following Table 36 explains the subclasses of the class based on the characteristics 

defined in Table 35, BeschreibungNichtFunktionaleAnforderung. 
 

Class Description Subclass of 

Beschreibung 

Funktionalität 
The class BeschreibungFunktionalität is the su-

perclass for all types of descriptions of non-func-

tional requirements that relate to the functionality 

feature area. 

Beschreibung 

NichtFunktionale 

Anforderung 

Beschreibung 

Zuverlässigkeit 
The class BeschreibungZuverlässigkeit is the su-

perclass for all types of descriptions of non-func-

tional requirements that relate to the reliability 

feature area. 

Beschreibung 

NichtFunktionale 

Anforderung 

Beschreibung 

Benutzbarkeit 
The class BeschreibungBenutzbarkeit is the su-

perclass for all types of descriptions of non-func-

tional requirements that relate to the usability 

feature area. 

Beschreibung 

NichtFunktionale 

Anforderung 

Beschreibung 

Effizienz 
The class BeschreibungEffizienz is the superclass 

for all types of descriptions of non-functional re-

quirements that relate to the efficiency feature 

area. 

Beschreibung 

NichtFunktionale 

Anforderung 
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Beschreibung 

Wartbarkeit 
The class BeschreibungWartbarkeit is the super-

class for all types of descriptions of non-func-

tional requirements that relate to the maintaina-

bility feature area. 

Beschreibung 

NichtFunktionale 

Anforderung 

Beschreibung 

Portabilität 
The class BeschreibungPortabilität is the super-

class for all types of descriptions of non-func-

tional requirements that relate to the portability 

feature area. 

Beschreibung 

NichtFunktionale 

Anforderung 

Table 36: Description of the subclasses  

of the class BeschreibungNichtFunktionaleAnforderung 

The risk type class serves as a linguistic means of expression for describing risks in 

safety-critical IT projects. It is differentiated into the subclasses MittelbaresRisiko, Un-

mittelbaresRisiko, and Unsicherheit. This distinction results from the fact that indirect 

risks arise from external influences and can be influenced only to a limited extent, while 

direct risks have internal project causes and can generally be influenced more strongly. 

Uncertainties can be identified but not yet assessed. 

Figure 40 below shows an example of the taxonomic and non-taxonomic relations of 

the subclasses of the class Risikotyp in the area of functional requirements. This makes 

it clear which conceptual decisions underlie the safety-critical IT project ontology in 

order to linguistically structure the risks that can arise for each requirement. 
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Figure 40: Structuring risks using the example of functional requirements 
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Figure 40 shows the following facts: 

• The class BeschreibungFunktionaleAnforderung is linked to the class Mittel-

baresRisiko with a non-taxonomic relation (hatMittelbaresRisikoPlan). This con-

struction makes it possible to assign the described functional requirements to the 

planned indirect risks. 

• The class BeschreibungFunktionaleAnforderung is linked to the class Unmittel-

baresRisiko with a non-taxonomic relation (hatUnmittelbaresRisikoPlan). This 

construction makes it possible to assign the described functional requirements to 

the planned immediate risks. 

• The class BeschreibungFunktionaleAnforderung is linked to the class Unsicher-

heit with a non-taxonomic relation (hatUnmittelbareUnsicherheitPlan). This 

construction makes it possible to assign the described functional requirements to 

the planned uncertainties. 

• The class BewertungFunktionaleAnforderung is linked to the class mittel-

baresRisiko by a non-taxonomic relation (hatmittelbaresRisikoIst). This con-

struction makes it possible to allocate the functional requirements to the indirect 

risks that have actually occurred. 

• The class BewertungFunktionaleAnforderung is linked to the class Unmittel-

baresRisiko by a non-taxonomic relation (hatUnmittelbaresRisikoIst). This con-

struction makes it possible to assign the functional requirements to the direct risks 

that have actually occurred. 

• The class BewertungFunktionaleAnforderung is linked to the class Unsicherheit 

by a non-taxonomic relation (hatUnsicherheitIst). This construction makes it 

possible to assign the functional requirements to the uncertainties that have actu-

ally occurred. 

Table 37 below explains the subclasses of the class Risikotyp: 
 

Class Description Subclass of 

UnmittelbaresRisiko The class UnmittelbaresRisiko is the superclass  

for all types of immediate risks. 
Risikotyp 

MittelbaresRisiko The class MittelbaresRisiko is upper class  

for all types of indirect risks. 
Risikotyp 
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Unsicherheit The class Uncertainty is the superclass  

for all types of uncertainties 
Risikotyp 

Table 37: Description of the subclasses of the class Risikotyp 

 

3.2.3.5 Construction of non-taxonomic relations 

Below, we discuss the construction of properties, which requires a distinction to be made 

between non-taxonomic relations and attributes. We will initially only consider the con-

struction of non-taxonomic relations (also referred to as “relations” for short); we ex-

plain the construction of attributes later, in chapter 3.2.3.6. 

In the following explanations, we will give the non-taxonomic relations a tabular repre-

sentation structured as follows: 
 

Relation name Domain Range 

   

Table 38: Table structure for the explanation of non-taxonomic relations 

A non-taxonomic relation has a relation designation and is specified with the associated 

domain (pre-range) and range (post-range). Figure 41 below shows said relation’s rele-

vant components. 

 

Figure 41: Components of a non-taxonomic relation 

Figure 41 shows an example of the non-taxonomic relation refersToRealGood, which 

has the class BeschreibungFunktionaleAnforderung assigned as the domain and the 

class Realgut as the range. Using the logical expressions AND and OR, further classes 

can be added to both the domain and the range. In the above example, the relation bezi-

ehtSichAufRealgut connects individuals of the class BeschreibungFunktionaleAnforder-

ung (domain) with individuals of the class Realgut (range). 
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Some non-taxonomic relations are already predefined in this PM domain ontology and 

for the PRINCE2 and risk management ontology. Yet the specific requirements of 

safety-critical IT projects make these insufficient. Examples of a specific requirement 

for the safety-critical IT project ontology are the necessary linguistic means of expres-

sion used in the underlying service descriptions. By introducing additional classes in the 

safety-critical IT project ontology, non-taxonomic relations must also be constructed in 

order to increase the safety-critical IT project ontology’s expressiveness. 

In the following explanations, we deal only with the newly constructed non-taxonomic 

relations; we will not discuss the predefined relations further. 

Below, we explain the construction steps required to create a non-taxonomic relation in 

Protégé. A non-taxonomic relation is created under “Object Properties”, as shown in 

Figure 42. 

 

Figure 42: Object properties in Protégé 

Protégé offers two ways to construct non-taxonomic relations. In this article, we use the 

“Add Sub Property” option is used to construct a non-taxonomic relation. However, it 

is also possible to construct a non-taxonomic relation that stands in a subsumption rela-

tionship to another non-taxonomic relation. When constructed as a subsumption rela-

tionship (this relates to the “Add sibling property” option in Figure 42), the subordinate 

non-taxonomic relation inherits the property of the superordinate non-taxonomic rela-

tion; cf. DEBELLIS (2021), p. 22. In the safety-critical IT project ontology, no non-tax-

onomic relation is constructed that has a subsumption relationship. This design decision 

is justified by the fact that it has not proved expedient to map a subsumption relationship 

when specifying non-taxonomic relations. Although there are non-taxonomic relations 

for which the specification of a subsumption ratio would have been appropriate, the use 

such a ratio is irrelevant in a CBR system. 
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As soon as the non-taxonomic relations have been constructed, all non-taxonomic rela-

tions are subordinated to the relation owl:topObjectProperty specified by Protégé as 

standard, as shown in Figure 42 as an example for the non-taxonomic relation bezieht 

SichAufRealgut. 

Figure 43 below shows the construction of the classes for the domain of the non-taxo-

nomic relation beziehtSichAufRealgut using the Class Expression Editor. The Class Ex-

pression Editor can be used to assign the class for the “range” area in a similar way to 

the assignment of the domain. 

In the above example, several classes are assigned to this non-taxonomic relation in the 

domain, which are connected with the logical expression OR. This means that each of 

the named classes is permitted, making the union of their individuals available for in-

stantiation in the relation’s domain. 

 

Figure 43: Class Expression Editor  

with the assignment of a domain to a non-taxonomic relation 
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The result of the assignment can be viewed in the “Description: beziehtSichAufRealgut” 

area, as illustrated in Figure 44 below. 

 

Figure 44: Description of a non-taxonomic relation in Protégé 

The expressive power of non-taxonomic relations can be extended by further character-

istics in Protégé. Protégé offers the following characteristics for non-taxonomic rela-

tions: functional, inverse functional, transitive, symmetric, asymmetric, reflexive, and 

irreflexive. These are selected in a separate selection window, which is labeled “Char-
acteristics”. We did not use these characteristics for the construction of the safety-criti-

cal IT project ontology. Similar to the use of the subsumption of non-taxonomic rela-

tions, there are non-taxonomic relations for which the use of the aforementioned char-

acteristics might have been appropriate, but which are irrelevant in a CBR system. The 

use of characteristics is also discussed controversially in some sources. For example, 

DEBELLIS (2021), p. 26, recommends the considered use of the characteristic “reflex-
ive”, due to the effect on the reasoning component (reasoner). For a more detailed ex-

planation of the characteristics, please refer to DEBELLIS (2021), pp. 24–26. 
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Figure 45: Exemplary excerpt from the safety-critical IT project ontology 
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Figure 45 shows the following facts with regard to non-taxonomic relations: 

• The class Projektbeschreibung and the class SicherheitskritischesITProjekt are 

linked by means of a non-taxonomic relation (betrifftProjekttypPlan). The class 

Projektbeschreibung is a central class for the CBR system, and the construction 

of the non-taxonomic relation (betrifftProjekttypPlan) provides the linguistic 

means of expression for describing the planned project characteristics on the ba-

sis of the Project Type class and assigning them to the Project Description. 

• The class SicherheitskritischesITProjekt and the class Vergabeverfahren are 

linked by means of a non-taxonomic relation (erfordertVergabeverfahren). This 

design decision provides linguistic means of expression for assigning a safety-

critical IT project to an award procedure. 

• The class Vergabeverfahren ist is linked to the classes Ausschlusskriterium, Zu-

schlagskriterium, and Eignungskriterium by the non-taxonomic relations hatAus-

schlusskriterium, hatZuschlagskriterium, and hatEignungskriterium, respec-

tively. This construction results from the fact that an award procedure has exclu-

sion criteria, award criteria, and suitability criteria for the evaluation of potential 

bidders. 

• The class Vergabeverfahren is linked to the class VergabeverfahrenArt by means 

of a non-taxonomic relation, namely hatVergabeverfahrenArt. This construction 

makes it possible to assign a specific award procedure type to an award proce-

dure. 

• The class VergabeverfahrensArt is linked via a non-taxonomic relation hat-

Vergabeunterlage to the class Vergabeunterlage. This construction makes it pos-

sible to express the documents provided in the context of a specific award proce-

dure, such as a service description (expressed as a class Leistungsbeschreibung) 

in the safety-critical IT project ontology. 

• The class SicherheitskritischesITProjekt is linked via a non-taxonomic relation 

hatSicherheitskritischesITSystem to the class SicherheitskritischesITSystem. This 

design decision is in line with the definition of a safety-critical IT project pre-

sented in this article, according to which a safety-critical IT project has a safety-

critical IT system as its deliverable. 

• The class SicherheitskritischesITSystem is linked via a non-taxonomic relation 

beziehtSichAufLB to the class Leistungsbeschreibung. This design decision is in-

tended to express the performance description to which the safety-critical IT sys-

tem refers. 
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• The class Leistungsbeschreibung is linked via a non-taxonomic relation hatBe-

schreibungFunktionaleAnforderung to the class BeschreibungFunktionaleAnfor-

derung. The aim of this construction is to reference the specific functional re-

quirements formulated in a service description. In the context of public procure-

ment procedures, requirements are formulated in performance specifications, as 

already explained in this article, which is why this design decision serves to ex-

press this fact for the area of functional requirements. 

• The class SicherheitskritischesITSystem is connected to the class Produktivumge-

bung by the non-taxonomic relation hatProduktivumgebung. The aim of this con-

struction is to express the productive environment of a safety-critical IT system. 

The class Produktivumgebung is connected to the classes Hardware and Software 

by the two non-taxonomic relations hatHardware and hatSoftware. Both classes 

are subclasses of the class Realgut. This is intended to express which tangible 

and intangible real assets, in this case software and hardware, make up the pro-

ductive environment of a safety-critical IT system 

• The class Projektlösung is linked to the class SicherheitskritischesITProjekt by 

means of the non-taxonomic relation betrifftProjekttypIst. This construction 

makes it possible to access all relevant classes and properties in order to express 

the actual project solution of a safety-critical IT project. In addition, the non-

taxonomic relation hatAbweichungFunktionaleAnforderung, which links the 

class BewertungFunktionaleAnforderung with the class SollISTAbwei-

chungFunktionaleAbweichung, provides the means to express the deviation from 

the planned solution in addition to the realized project solution. 

A complete list of all non-taxonomic relations of the safety-critical IT project ontology 

can be found in SETHUPATHY (2024), pp. 243–257.  

It should be noted that computer-aided knowledge management systems generally do 

not support N-digit relations with N>2; only two-digit non-taxonomic relations are com-

mon. This restriction means that, for example, it is not possible to specify a non-taxo-

nomic relation that states that a specific safety-critical IT system X requires software Y 

that only works with hardware Z (ternary relation). Representing this situation requires 

two non-taxonomic relations, whereby the class Software occurs in the domain or range 

of the two non-taxonomic relations (hatSoftware, benötigtHardware). 
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3.2.3.6 Constructing attributes 

We describe the construction of the attributes below and show them in a table, which is 

structured as follows: 
 

Domain Attribute name Range 

   

Table 39: Table structure for the explanation of the attributes 

An attribute has an attribute name and is defined with its domain (pre-range) and its 

range (post-range). In contrast to non-taxonomic relations, the range does not refer to a 

class, but to a data type. A data type defines how many bytes a variable occupies from 

its address in a computer system’s main memory and how the bit pattern of these bytes 

is interpreted. We use only primitive data types in this article, as these are both supported 

by the CBR tool jCORA and recommended in the relevant technical literature. We de-

cided to restrict ourselves to primitive data types in order to ensure greater compatibility 

with other systems and better interchangeability of the data.  

Figure 46 below shows the relevant components of an attribute in an exemplary manner 

using the attributes of the class SicherheitskritischesITProjekt. 

 

Figure 46: Exemplary representation of the attributes  

of the class SicherheitskritischesITProjekt 

Some attributes are already pre-constructed in the underlying PM domain ontology and 

the PRINCE2 and risk management ontology. However, the existing attributes are not 

sufficient for the safety-critical IT project ontology, partly due to the additionally con-

structed classes. 
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The attributes are constructed in Protégé in the “Data Properties” area, as shown in Fig-

ure 47 below. 

 

Figure 47: Data properties in Protégé 

Protégé offers two ways to construct attributes. For this article, we used the “Add sub 

property” option. However, it is also possible to construct attributes that are in a sub-

sumption relationship with other attributes, by using the “Add sibling property” option. 

Once the attributes have been constructed, they are all subordinated to the owl:topData 

Property attribute specified by Protégé by default, as shown in Figure 47 as an example 

for the hatProjektName, benötigtSicherheitsüberprüfung, and hatProjektAuftraggeber 

attributes. 

Figure 48 below uses the Class Expression Editor to illustrate the construction of the 

attribute benötigtSicherheitsüberprüfung, to which the class SicherheitskritischesITPro-

jekt is assigned as the domain. The Boolean data type is assigned in the range of the 

attribute, as shown in Figure 49. 
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Figure 48: Class Expression Editor for assigning a domain to an attribute 

 

Figure 49: Assignment of a data type in the post area of the attribute 
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Protégé supports the following primitive data types for mapping: 
 

Data type  Explanation 

String The “String” data type is used when an attribute takes a character string  

as its value.  

Float The “Float” data type is used when an attribute takes a floating point number  

as its value. 

Integer The “Integer” data type is used when an attribute takes an integer as its value. 

Boolean The “Boolean” data type is used when an attribute assumes a truth value (true, false). 

Table 40: Explanation of the primitive data types 

Protégé also offers the option of creating one’s own data types, with the underlying PM 

domain ontology offering individual data types such as duration, euro, and liter. How-

ever, we have created no such individual data types for this safety-critical IT project 

ontology. One reason for this is that the CBR tool jCORA does not support any addi-

tionally created data types without adjustments to the program’s source code. Moreover, 

most attributes can be mapped with the primitive data types. This view is also followed 

in DEBELLIS (2021), p. 48, where the use of primitive data types is the rule. Should it 

nevertheless be necessary to create an independent data type, the construction of a new 

class is recommended. Exemplary design decisions for the attributes are justified on the 

basis of the class Vergabeverfahren. Figure 50 below shows the class Vergabeverfahren 

with its attributes and the assigned data types. 
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Figure 50: The class Vergabeverfahren with the assigned attributes 

We have based the construction of the attributes for the class Vergabeverfahren on the 

public announcements of public tenders, and have extended them by additional attrib-

utes. We explain the design decisions of these attributes below. 

• The attribute hatCPVCode expresses the tender’s unique identification number. 

Although the CPV code is a combination of numbers, its last number is separated 

by the “-” character. In addition, an integer assignment does not take the leading 

zeros into account; as this could falsify the CPV code, we have selected the string 

data type for this assignment. 

• The attribute wurdeBereitsAufgehoben expresses whether the award procedure 

was already put out to tender in the past and canceled while in process. Its data 

type is Boolean, as the specification is sufficient as a truth value. 

• The attribute hatLinkZuBekanntmachung represents the link to an Internet ad-

dress. Calling this up in a web browser allows the information on the award pro-

cedure’s public notice to be viewed. It is a string data type, as the link represents 

a character string that refers to a website. 
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• The attribute hatVorgeschaltetenTeilnahmeantrag expresses the property that a 

participation request was submitted before the award procedure. Either a previ-

ous request to participate exists, or it does not—this makes its data type Boolean, 

as the truth value suffices to represent the property. 

• The attribute hatErfüllungsOrt specifies the location where the award proce-

dure’s service is to be provided. It is a string data type, as the location designation 

is a character string. 

• The attribute hatArtDesAuftrag specifies the classification of the award proce-

dure’s requested service. It is a string data type, as the classification is a character 

string, such as “services”. 

• The hatLose attribute indicates whether the award procedure has been divided 

into several “lots”. Its data type is Boolean, as a truth value is sufficient to indi-

cate whether the award procedure has lots. 

• The attribute hatGeschätztenWert specifies the award procedure’s estimated 

value from the perspective of the contracting authority. It is an integer value data 

type, as the specification of the estimated value is not a floating point number, 

but an estimated integer. 

• The attribute hatBezeichnungDesAuftrags specifies the award procedure’s name 

by using a character string; we have therefore assigned it to the string data type. 

• The attribute hatLaufzeitDerAnfragragtenLeistung specifies the duration of the 

award procedure’s requested service. It is an integer data type, because the dura-

tion’s unit of measurement—the number of years—is expressed as an integer. 

• The attribute hatNUTSCode expresses the code “Nomenclature des unités terri-

toriales statistiques”, which is a composite key consisting of digits and letters; cf. 

EUROSTAT (2022), p. 4. The purpose of the NUTS code is to enable a clear divi-

sion of the geographical areas of official statistics in the European Union. It is 

mandatory for alerts in the European Union. This attribute is a string data type, 

as it is a combination of numbers and letters. A list of the current NUTS codes 

for Germany can be found in EUROSTAT (2022), pp. 30–40. The NUTS code can 

be used to establish a clear geographical reference to a tender in the European 

Union and to search for specific tenders in a specific respective region. It makes 

it easier for contractors to search for contracts, as they can use the NUTS classi-

fication to narrow down the area more easily. 
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• The attribute hatArtDesÖffentlichenAuftraggeber specifies a classification of the 

public client. The classification is defined as a character string and is therefore 

assigned to the attribute hatArtDesÖffentlichenAuftraggebers as a string data 

type. 

• The attribute hatHaupttätigkeiten activities specifies the contracting authority’s 

main activities, such as “Public safety and order”, as a character string; we there-

fore assign this attribute the data type string. 

• The attribute überschreitetSchwellenwert indicates whether the contract value 

reaches the threshold value for the application of European public procurement 

law. The Boo-lean data type is suitable for specifying whether the threshold value 

has been reached. 

• The attribute hatVergabeanwalt indicates whether the contracting authority has 

appointed a procurement lawyer for the procurement procedure. The specifica-

tion is made using the Boolean data type, as the only information it requires is 

whether or not legal advice from a public procurement lawyer exists for the award 

procedure. 

• The attribute istKomplexesVergabeverfahren indicates whether the procurement 

procedure is classified as a complex procurement procedure. The specification is 

made using the Boolean data type, as the award procedure’s complexity can be 

classified using a truth value. 

• The attribute istBundesausschreibung specifies whether the invitation to tender 

for a service is relevant for the entire Federal Republic of Germany and is there-

fore independent of a federal state. The specification is made using the Boolean 

data type. 

• The attribute hatArtDesAuftraggebers specifies the type of client, as in the attrib-

ute hatArtDesÖffentlichenAuftraggebers, and thus enables the identification of 

the requested service’s specific users by naming the corresponding authority or 

organization with a security task. The string data type is used to store this infor-

mation. 

• The attribute hatTCVPlan specifies the planned contract value from the perspec-

tive of a potential bidding contractor. This value can be higher or lower than the 

client’s estimated contract value (expressed by the attribute hatGeschätzten 

Wert). We assign the attribute hatTCVPlan to the integer data type, as it is an 

integer that expresses the planned contract value. 
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• The attribute betrifftBundesland specifies which federal state is affected by this 

tender. The specification is made using a string, as the federal state’s name is a 

character string. The assignment to a federal state can be automated using the 

attributes hatNUTSCode and hatErfüllungsOrt in such a way that a SWRL rule 

is created that automatically fills this attribute with the values from 

hatNUTSCode and hatErfüllungsOrt. 

A complete description of the attributes of the safety-critical IT project ontology can be 

found in SETHUPATHY (2024), pp. 267–291. 

 

3.2.3.7 Construction of cardinalities 

We describe the construction of the cardinalities of non-taxonomic relations and attrib-

utes below, using a tabular representation structured as follows: 
 

Domain Name Range Cardinality 

Vergabeverfahren hatLose Boolean only 

Table 41: Table structure for the explanation of cardinalities 

Table 41 shows an example of a cardinality that specifies that an individual of the class 

Vergabeverfahren has exactly one (“only”) attribute value of the attribute hatLose, 

which is assigned to the Boolean data type. A complete overview of all cardinalities of 

both the non-taxonomic relations and the attributes of the safety-critical IT project on-

tology can be found in SETHUPATHY (2024), pp. 681–697 and pp. 698–722.  

The cardinalities are constructed in Protégé in the “Sub-Class Of” field in the class area 

by clicking on the “Add” field, as shown in Figure 51 below. 

 

Figure 51: Calling up the function „SubClass Of“ 
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The cardinality is entered in the Class Expression Editor by specifying the cardinality 

of a property (attribute or non-taxonomic relation). The previously mentioned exam-

ple—that the class Vergabeverfahren for the attribute hatLose has exactly one attribute 

value with the Boolean data type—is expressed in the Class Expression Editor as fol-

lows: 

 

Figure 52: Specification of cardinality in the Class Expression Editor 

Protégé offers various cardinalities, which we have illustrated using the example of the 

non-taxonomic relation hatAusschlusskriterium. The non-taxonomic relation hatAuss-

chlusskriterium is assigned to the class Vergabeverfahren in the domain and to the class 

Ausschlusskriterium in the range. 
 

Cardinality Explanation 

some Each individual assigned to the class Vergabeverfahren has a at least one individ-
ual of the class Ausschlusskriterium for the relation hatAusschlusskriterium. 

only Each individual assigned to the class Vergabeverfahren has exactly one individual 
of the class Ausschlusskriterium for the relation hatAusschlusskriterium. 

min X Each individual assigned to the class Vergabeverfahren has at least X individuals 
of the class Ausschlusskriterium for the relation hatAusschlusskriterium.  
The cardinality “min 1” is equivalent to the cardinality “some”. 

exactly X Each individual assigned to the class Vergabeverfahren has exactly X individuals 
of the class Ausschlusskriterium for the relation hatAusschlusskriterium. The cardi-
nality “exactly 1” is equivalent to the cardinality “only”. 
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max X Each individual assigned to the class Vergabeverfahren has a maximum of X indi-
viduals of the class Ausschlusskriterium for the relation hatAusschlusskriterium. 

Figure 53: Explanation of cardinalities 

The cardinalities for the properties are justified on the basis of the class Vergabeverfah-

ren. Figure 54 below shows the class Vergabeverfahren with its properties—attributes 

and non-taxonomic relations—as well as the assigned cardinalities. 

 

Figure 54: Cardinalities of the attributes and  

the non-taxonomic relations of the class Vergabeverfahren 

The class Vergabeverfahren includes the following attributes: hatCPVCode, wurde 

BereitsAufgehoben, hatLinkZuBekanntmachung, hatVorgeschaltetenTeilnahmeantrag, 

hatErfüllungsOrt, hatArtDesAuftrags, hatLose, hatGeschätztenWert, hatBezeichnung-

DesAuftrags, hatLaufzeitDerAngefragtenLeistung, hatNUTSCode, hatArtDesÖffent 
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lichenAuftraggebers, hatHaupttätigkeiten, überschreitetSchwellenwert, hatVergabean-

walt, istKomplexesVergabeverfahren, as well as istBundesausschreibung, hatArtDesAuf 

tragsgebers, hatTCVPlan, betrifftBundesland. 

The class Vergabeverfahren includes the following non-taxonomic relations: hatVer 

gabeverfahrenArt, hatAusschlusskriterium, hatZuschlagskriterium, hatEignungskriteri 

um, and hatVergabeverfahrenEntscheidung. 

In the following, we first discuss the cardinalities of the attributes, then the cardinalities 

of the non-taxonomic relations of the class Vergabeverfahren. 

• The attribute hatCPVCode is specified with the cardinality “only String”, as it is 

a unique identification number that is assigned only once and uniquely for an 

award procedure. 

• The hatNUTSCode attribute is given the cardinality “some String”, as several 

geographical areas can be specified for each tender using the NUTS code. Ac-

cording to the rules for European calls for tender, the specification of a CPV code 

and a NUTS code is mandatory. To ensure that this requirement is met, a SWRL 

rule will be constructed later on. This rule specifies that the specification of a 

NUTS code, expressed by the attribute hatNUTSCode, is required if a CPV code, 

expressed by the attribute hatCPVCode, has been specified. 

• The attribute wurdeBereitsAufgehoben is given the cardinality “only Boolean” to 

indicate that there can only be one Boolean value. This decision is justified by 

the fact that the indication of whether the award procedure has already been can-

celed in the past and re-tendered is sufficiently represented by a single Boolean 

value. 

• The attribute hatLinkZuBekanntmachung is specified with the cardinality “min 1 

String”. This is because there must be at least one link to the contract award no-

tice. However, it is possible that the notice has been published on several pro-

curement websites, setting the attribute’s cardinality to “min 1 String”. 

• The attribute hatVorgeschalteteTeilnahmeantrag is specified with the cardinality 

“only Boolean”. An award procedure can only have exactly one preceding re-

quest to participate; it will not include multiple requests to participate. Therefore, 

we have selected the cardinality “only Boolean” for this attribute. 

• The attribute hatErfüllungsOrt is specified with the cardinality “min 1 String”, 
as there must be at least one place of performance for an award procedure, but 

the service can also be provided at several locations. This can be the case, for 

example, if an award procedure is tendered in different lots. 
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• The attribute hatArtDesAuftrag is specified with the cardinality “only String”, as 

there can only be one designation for the type of order. 

• The hatLose attribute is specified with the cardinality “only Boolean”, as a single 

specification of a Boolean value is sufficient to express whether the award pro-

cedure has been divided into several lots. 

• The attribute hatGeschätztenWert is specified with the cardinality “min 1 Inte-

ger”, because the awarding authority must give at least one estimated value per 

award procedure in order to be able to decide whether a lower or higher threshold 

must be tendered. However, further estimated values may also be available if the 

award procedure has several lots. 

• The attribute hatArtDesÖffentlichenAuftraggeber is specified with the cardinal-

ity “only String”, as exactly one authority inviting tenders for the service is 

named. 

• The attribute hatHaupttätigkeit is constructed with the cardinality “only string”, 
since the announcements mention only exactly one main activity. 

• The attribute ueberschreitetSchwellenwert is constructed with the cardinality 

“only Boolean”. The information as to whether a specific award procedure ex-

ceeds the threshold must only be entered once. 

• The attribute hatVergabeanwalt is constructed with the cardinality “only Bool-

ean”. It expresses whether an awarding attorney has been added for the award 

procedure. In this case, a Boolean value is sufficient to provide this linguistic 

means of expression for safety-critical IT projects. 

• The attribute istKomplexesVergabeverfahren is constructed with the cardinality 

“only Boolean”. It is a one-off indication of whether the award procedure is clas-

sified as a complex award procedure and is required for subsequent automated 

classification using SWRL rules. 

• The attribute istBundesausschreibung is constructed with the cardinality “only 

Boolean”, as a single specification is sufficient to indicate whether the award 

procedure is related to the federal level or to a specific federal state. It is used 

later to derive this attribute from the NUTS codes (attribute: hatNUTSCode) us-

ing SWRL rules. 

• The attribute betrifftBundesland is constructed with the cardinality “only String”, 
as exactly one federal state is defined as being affected by the tendered service 

for an award procedure. In the case of a federal tender, the value “Germany” is 
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assigned to show that all federal states are affected. This assignment is also au-

tomated later on by a SWRL rule. 

• The non-taxonomic relation hatAusschlusskriterium is constructed with the car-

dinality “min 1 Ausschlusskriterium”.  

• The non-taxonomic relation hatZuschlagskriterium is constructed with the cardi-

nality “min 1 Zuschlagskriterium”. For example, price can be considered an 

award criterion in an award procedure if it is selected as the exclusive award 

criterion. At least one criterion must be present in order to be able to make an 

award. 

• The non-taxonomic relation hatEignungskriterien is constructed with the cardi-

nality „min 1 Eignungskriterium”. 

• The non-taxonomic relation hatVergabeverfahrenArt is constructed with the car-

dinality “only VergabeverfahrenArt”. This construction is justified by the fact 

that exactly one award type is intended for an award procedure. 

• The non-taxonomic relation hatVergabeverfahrenEntscheidung is constructed 

with the cardinality “min 2 VergabeverfahrenEntscheidung”. This construction 

allows at least two decisions to be made in the case of a direct award, namely 

which type of award procedure is to be used and who will be awarded the con-

tract. 

 

3.2.3.8 Construction of Semantic Web Rules 

We describe the construction of Semantic Web Rules below, presenting them in a table 

structured as follows: 
 

Rule Natural language translation 

  

Table 42: Table structure for the explanation of semantic web rules 

In the “Rule” column, a Semantic Web Rule (SWR) is displayed in the Protégé lan-

guage. In the “Natural language translation” column, the rule content is explained in 

natural language. 
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The Semantic Web Rule Language (SWRL) is the language in which the following rules 

are defined. It is a combination of OWL DL and Unary / Binary Datalog RuleML. A 

rule consists of an antecedent condition (antecedent) and a consequent: “antecedent → 

consequent”. 

Two expressions (atoms) that follow each other in a SWRL rule are separated by the 

character “˄”. The antecedent and consequent parts of a rule can consist of 0 to n ex-

pressions, whereby each expression can be represented in the following form: 𝐶ሺ𝑥ሻ , 𝑃ሺ𝑥, 𝑦ሻ, 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠ሺ𝑥, 𝑦ሻ, 𝑔𝑟𝑒𝑎𝑡𝑒𝑟𝑡ℎ𝑎𝑛ሺ𝑥, 𝑦ሻ. These forms are to be understood as fol-

lows: C is a class, P is a property, x and y are variables or can represent individuals, 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠ሺ𝑥, 𝑦ሻ and 𝑔𝑟𝑒𝑎𝑡𝑒𝑟𝑡ℎ𝑎𝑛ሺ𝑥, 𝑦ሻ are auxiliary functions that are predefined in 

SWRL.  

A rule is triggered exactly when every expression in the antecedent condition is fulfilled. 

If this happens, the consequence follows. We explain such a rule below using an exam-

ple consisting of the following expressions: 

• SicherheitskritischesITSystem(?its) 

• hatSchutzbedarfskategorie (?its, ?s) 

• swrlb:contains(„sehr hoch“) 

• MitProjektbezugMitarbeiter(?p) 

• hatErweiterteSicherheitsüberpruefung(?p, true) 

Expressions that begin with a “?”—such as “?its”—refer to the individuals of the clas-

ses. In this example, the variable “?its” refers to all individuals of the class Sicher-

heitskritischesITSystem.  

The rule is constructed as follows: 
 

Antecedent condition Consequence 

SicherheitskritischesITSystem(?its) ˄ 

hatSchutzbedarfskategorie (?its, ?s) ˄ 

swrlb:contains(?s, „sehr hoch“) ˄ 

MitProjektbezugMitarbeiter(?p) 

 hatErweiterteSicherheitsueberpruefung(?p, true) 

Table 43: Presentation of an exemplary SWRL rule 
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This rule expresses by way of example that the project employees must have an extended 

security check if a security-critical IT system has a very high protection requirement 

category: If a safety-critical IT system has the protection requirement category “sehr 

hoch” and individuals exist for the class MitProjektbezugMitarbeiter, then the property 

hatErweiterteSicherheitsueberpruefung of the class MitProjektbezugMitarbeiter is set 

to “true”. 

The use of Semantic Web Rules in Protégé requires the use of the Pellet Reasoner. If a 

different reasoner is used, an error message is displayed. The use of the Pellet Reasoner 

for Semantic Web Rules has been suggested, for example, by DEBELLIS (2021), p. 15, 

SYCHEV/ANIKIN/DENISOV (2021), p. 472, and BATSAKIS/TACHMAZIDIS/ANTONIOU 

(2017), p. 25. Apache Jena as a reasoner for SWRL can be seen as more advantageous 

in terms of runtime and the use of different programming languages; cf. SYCHEV/ 

ANIKIN/DENISOV (2021), p. 480. 

Semantic Web Rules Language is constructed using a plug-in in Protégé. The construc-

tion aid “SWRL-Tab” is called up via Window>Tabs>SWRLTab. The following win-

dow is opened in Figure 55 to create a Semantic Web Rule.  
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Figure 55: SWRL tab in Protégé 
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The construction of a Semantic Web Rule requires taking into account different expres-

sions for the antecedent condition and for the consequence, as shown in the following 

rule as an example. 
 

Rule Natural language translation 

SicherheitskritischesITSystem(?its) ˄  

hatSchutzbedarfskategorie(?its, ?s) ˄  

swrlb:contains(?s, „sehr hoch“)  
→ ermoeglichtNearshore(?its, false)  

 ˄ ermoeglichtOffshore(?its, false) 

If a safety-critical IT system is categorized as “very 

high”, then neither nearshore nor offshore is possi-

ble. 

Table 44: SWRL rule with its natural language translation 

First, the class SicherheitskritischesITSystem is declared with the variable “?its”, so that 

all individuals of the class SicherheitskritischesITProjekt are to be taken into account in 

the expression “SicherheitskritischesITProjekt(?its)”. This expression is bound to the 

expression “hatSicherheitsstufe(?its, ?s)” using “˄”. The expression “hatSicherheits 

stufe(?its, ?s)” refers to the attribute hasSafetyLevel of the SicherheitskritischesITPro-

jekt. The variable “?s” stands for the attribute hatSicherheitsstufe and is checked for the 

value “very high” using the predefined auxiliary function swlb:contains. If the anteced-

ent condition of the rule is fulfilled, the attributes ermoeglichtNearshore and ermöglicht 

Offshore are set to “false” as a consequence of the rule. 

The Semantic Web Rule described above represents the rule that no development work 

may be performed outside of Germany for a security-critical IT system if its protection 

requirement category has been classified as “very high”. 

The previously explained construction of a Semantic Web Rule takes place in the SWRL 

tab of Protégé, as shown in Figure 56 below. 
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Figure 56: Construction of a Semantic Web Rule in Protégé 

If the design is incorrect, the “Ok” button remains grayed out so that confirmation is not 

possible. Furthermore, an error message is displayed in the “Status” field so that an error 

analysis can take place. If the design is error-free, “Ok” is displayed in the “Status” field, 

as shown in Figure 56. 

Below, we explain the construction of the Semantic Web Rules for the class Vergabe 

verfahren. The rule shown in Table 45 states that the threshold is reached if the award’s 

estimated value is greater than or equal to 250,000 € (“euros”). This modeling makes it 

possible to define a rule based on the estimated value as to whether the award is in the 

below-threshold or above-threshold range. When constructing this rule, the auxiliary 

function swrlb:greaterThanOrEqual is used, which performs the case check for the in-

teger value 250,000.  
 

Rule Natural language translation 

Vergabeverfahren(?v) ˄ 

hatGeschaetztenWert(?v, ?np) ˄  

swrlb: greaterThanOrEqual(?np, 250000) 

→ ueberschreitetSchwellenwert(?v, true) 

If the estimated value of a procurement 

award procedure reaches 250,000 €, the 

threshold value is reached. 

Table 45: Rule for checking the threshold value 

Table 46 below shows the rule that uses the NUTS code to determine the federal state 

affected by the tender. This rule’s construction enables the automated assignment of the 

federal state and the indication that the tender is not a federal tender. This design deci-

sion is justified by the fact that the uniqueness of the NUTS code enables an automated 
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assignment of the federal state. This also applies to several NUTS codes, if multiple 

federal states are involved. 
 

Rule Natural language translation 

Vergabeverfahren(?v) ˄  

hatNutsCode(?v, ?nc) ˄  

swrlb:contains(„DE1“)  
→ betrifftBundesland(?v, „Baden-Württemberg“)  
 ˄ istBundesausschreibung(?v, „false“) 

If an award procedure contains the NUTS 

code “DE1” as a substring, then the attrib-

ute betrifftBundesland is set to the value 

“Baden-Württemberg” and the attribute 

istBundesausschreibung is set to “false.” 

Table 46: Rule for automated derivation of the federal state 

The following Table 47 illustrates the rule according to which the name of the required 

service regulation for the safety-critical IT project can be automatically derived from 

the attribute hatArtDesAuftraggebers of an award procedure. This applies, for example, 

if a substring such as “fire department” is present as a value in the attribute hatArtDesAuf 

traggebers. 
 

Rule Natural language translation 

Vergabeverfahren(?v) ˄  

SicherheitskritischesITProjekt(?its) ˄  

erfordertVergabeverfahren(?its, ?v) ˄  

hatArtDesAuftraggebers(?v, ?ha) ˄  

swrlb:contains(?ha, „Feuerwehr“) ˄  

erfordertDienstvorschrift(?its, ?a)  

→ hatBezeichnung(?a,  

 „Feuerwehrdienstvorschrift“) 

If an award procedure involves a safety-critical IT pro-

ject in which the fire department is specified as the type 

of client (hatArtDesAuf Auftraggebers) and a specific 

service regulation (erfordertDienstvorschrift) is re-

quired, this service regulation must bear the designation 

“Feuerwehrdienstvorschrift” (hatBezeichnung). 

Vergabeverfahren(?v) ˄  

SicherheitskritischesITProjekt(?its) ˄  

erfordertVergabeverfahren(?its, ?v) ˄  

hatArtDesAuftraggebers(?v, ?ha) ˄  

swrlb:contains(?ha, „Polizei“) ˄  

erfordertDienstvorschrift(?its, ?a)  

→ hatBezeichnung(?a,  

 „Polizeidienstvorschrift“) 

If a procurement procedure concerns a security-critical 

IT project in which the police is specified as the type of 

contracting authority (hatArtDesAuftraggebers) and a 

specific service regulation (erfordertDienstvor 

schrift) is required, this service regulation must bear the 

designation “Police Service Regulation” (hatBezeich-

nung). 

Table 47: Rules for the automated derivation of a service regulation 
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Table 48 below shows a rule that uses the NUTS code to classify the relevance of the 

award procedure as Germany-wide. As the NUTS code for Germany is always con-

structed with “DE” and two further digits for the federal states, it is necessary at this 

point to identify whether only the term “DE” is mentioned, with no further combination 

of digits. This is checked using the auxiliary function “swrlb:endsWith(?nc, „DE“) ∧ 

swrlb:startsWith(?nc, „DE“)”. The auxiliary function “swrlb:startsWith(?nc, „DE“)” 

checks whether the string begins with “DE”, and the auxiliary function “swrlb:endsWith 

(?nc, „DE“)” checks whether the string ends with “DE”. Both auxiliary functions are 

connected with a logical “and”. If this is the case, the attribute betrifftBundesland is set 

to the value “Deutschland” and the attribute istBundesausschreibung is set to “true”, to 

make it clear that the award procedure is a federal tender. 
 

Rule Natural language translation 

Vergabeverfahren(?v) ˄  

hatNutsCode(?v, ?nc) ˄  

swrlb:contains(?nc, „DE“) ˄  

swrlb:endsWith(?nc, „DE“) ˄  

swrlb:startsWith(?nc, „DE“)  
→ betrifftBundesland(?v, „Deutschland“) ˄ 

 istBundesausschreibung(?v, „true“) 

If an award procedure contains the NUTS code 

“DE” as a substring and only the term “DE”, 

then the property “betrifftBundesland” is set to 

“Deutschland” and the property “istBun-
desausschreibung” is set to “true”. 

Table 48: Rule for the automated derivation of a federal tender 

Table 49 below contains a rule that is based on the properties (attributes and non-taxo-

nomic relations) of an allocation procedure, namely: 

• ueberschreitetSchwellenwert 

• hatExterneVergabeanwalt 

• wurdeBereitsAufgehoben 

• hatGeschaetztenWert 

• hatVergabekostenPlan 

These determine whether the procurement procedure is a complex procurement proce-

dure.  

The selection of characteristics for the interpretation of whether a procurement proce-

dure is complex or not proves to be debatable. In this article, we have selected the afore-

mentioned award procedure characteristics for the following reasons: 
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• If the threshold value is exceeded, comprehensive principles of public procure-

ment law must be taken into account. 

• If the awarding authority decides to involve an external procurement lawyer for 

the award procedure, it can be assumed that more complex issues of public pro-

curement law need to be clarified. 

• If an award procedure has already been canceled in the past for various reasons, 

this could indicate its complexity (for example, cancellation due to a complaint 

from an unsuccessful bidder). 

• If the award amount exceeds 500,000 €, it exceeds the average award value of a 

supply or service contract (as of 2019) and is twice as high as the threshold value. 

(We do not include construction contracts in this analysis, as they are irrelevant 

for security-critical IT projects.) 

• With planned award costs (costs incurred by the contracting authority as a result 

of the award procedure) of more than 50,000 €, it can be assumed that several 

consultations with the bidders are necessary in order to successfully conclude the 

award procedure. The award costs must take into account not just the external 

costs (e.g., for procurement law support), but also the internal ones (e.g., for co-

ordination with the bidders). 

The aim of the following rule is to use the aforementioned characteristics to classify 

whether the award procedure is complex. 
 

rule natural language translation 

Vergabeverfahren(?v) ˄  

ueberschreitetSchwellenwert(?v, „true“) ˄ 

hatExterneVergabeanwalt(?v, „true“) ˄  

wurdeBereitsAufgehoben(?v, „true“) ˄  

hatGeschaetztenWert(?v,?gw) ˄  

swrlb:greaterThan(?gw, „500000“) ˄  

hatVergabekostenPlan(?v,?vkp) ˄  

swrlb:greaterThan(?vkp, „50000“)  
→ istKomplexesVergabeverfahren 

 (?v, „true“) 

If an award procedure exceeds the threshold value, 

has an external award lawyer, has already been 

canceled in the past, has an estimated award 

amount of over 500,000 €, and its award costs are 

planned to be over 50,000 €, then it is to be classi-

fied as complex. 

Table 49: Rule for automated determination of a complex tender 
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The following rule in Table 50 states that an award procedure has at least one award 

criterion if it includes at least one exclusion criterion. In other words, a procurement 

procedure must meet certain requirements in order to be considered. 
 

Rule Natural language translation 

Vergabeverfahren(?v) ˄  

hatAusschlusskriterium(?v, ?a)  

→ hatZuschlagskriterium(?v, ?b) 

If an award procedure includes at least one exclu-

sion criterion, then it must also have at least one 

award criterion. 

Table 50: Rule for the automated determination of exclusion and award criteria 

 

3.2.3.9 Construction of global individuals 

We discuss the construction of global individuals below. Strictly speaking, it can be 

argued that individuals are not components of an ontology. Nevertheless, we address 

and regard global individuals as such because they are used in the safety-critical IT pro-

ject ontology to express generally valid statements. Global individuals should not be 

changed in concrete ontology-supported CBR systems, nor should they be supplemented 

by attributes or relations. We here follow this view in order to construct global individ-

uals and introduce them as ontology components. 

Global individuals are characterized as follows in comparison to local individuals: 

• Global individuals are individuals that are defined in the safety-critical IT project 

ontology and do not relate to a specific project, but apply across all projects. 

• Global individuals can be defined as fixed categories (e.g., low, medium, high, 

very high). 

• Global individuals provide linguistic means of expression for temporal constants 

that can be used for several projects simultaneously, such as specific locations 

and colors. 

• Constants that are used repeatedly can be specified using global individuals and 

thus automatically recorded in an ontology-supported CBR system. 
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Global individuals are specified in the following table: 
 

Individual name:  

Class:  

Property Value 

  

Table 51: Table structure for the specification of global individuals 

For each global individual, the tabular display includes the individual name, the class to 

which the individual belongs, the individual-describing properties (attributes and non-

taxonomic relations), and the individual’s associated values. 

Only global individuals are created in Protégé. Protégé offers various options for creat-

ing (global) individuals. The most common methods are in the areas: 

• “Individuals by class” 

• “Entities” under the tab “Classes”  

• “Entities” under the tab “Individuals” 

The following is an example of the latter method in the “Entities” area under the “Indi-
viduals” tab. Figure 57 below shows the “Individuals” tab in the “Entities” area. 

 

Figure 57: Overview of the available individuals 

A new individual is created by selecting “Add Individual”. 

 

Figure 58: Adding a new individual 
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The individual’s name is then specified, as shown in Figure 59 below. 

 

Figure 59: Name of the individual 

As soon as the individual’s name—here RisikoIdentifizieren—has been created, it can 

be found in the list of all individuals and be assigned to a class. See Figure 60 below.  

 

Figure 60: Display of the newly created individual RisikoIdentifizieren in the overview 
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To assign the individual RisikoIdentifizieren to a class, open the “Types” area of the 

Class Expression Editor and select the relevant class for the individual. 

 

Figure 61: Assignment of a class for the individual RisikoIdentifizieren 

in the Class Expression Editor 

In the example considered here, the class RisikomanagementProzess is selected for the 

individual RisikoIdentifizieren. This means that the individual RisikoIdentifizieren is an 

individual of the class RisikomanagementProzess, as shown in Figure 62 below. 

 

Figure 62: Assignment of the class RisikomanagementProzess 

to the individual RisikoIdentifizieren 

After the class RisikomanagementProzess has been assigned, its properties must be as-

signed to the individual RisikoIdentifizieren. The class RisikomanagementProzess has a 

non-taxonomic relation beinhaltetMaßnahme with the cardinality “min 1 Maßnahme”, 
so that at least one measure must be assigned. The measures KontextIdentifizieren and 

GefährdungsIdentifizieren are assigned to the individual RisikoIdentifizieren, as shown 

in Figure 63 below 

 

Figure 63: Assigned properties for the individual RisikoIdentifizieren 

The measures KontextIdentifizieren and GefährdungIdentifizieren are also individuals, 

belonging to the class Maßnahme. 

Figure 64 below summarizes the construction of the individual RisikoIdentifizieren. The 

dashed line illustrates the non-taxonomic relationship at the individual level, which is 

already represented by the solid line at the class level. 
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Figure 64: Individuals RisikoIdentifizieren, GefährdungIdentifizieren, und  

KontextIdentifizieren in the context of their classes 

In the following, the individuals PRINCE2 and RisikomanagementPRINCE2 are ex-

plained by way of example with regard to their construction. 

Table 52 below contains the individual PRINCE2, which belongs to the class Pro-

jektmanagementmethode. 
 

Individual: PRINCE2 

Class: Projektmanagementmethode 

Property Value 

bestehtAusThema Änderung 

bestehtAusThema Risiko 

bestehtAusThema Qualität 

bestehtAusThema BusinessCase 

bestehtAusThema Fortschritt 

bestehtAusThema Organisation 

bestehtAusThema Plan 

bestehtAusGrundprinzip LernenAusErfahrung 

bestehtAusGrundprinzip SteuernNachDemAusnahmeprinzip 
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bestehtAusGrundprinzip FortlaufendeGeschäftlicheRechtftigung 

bestehtAusGrundprinzip ProduktOrientierung 

bestehtAusGrundprinzip AnpassendieProjektumgebung 

bestehtAusGrundprinzip SteuerungÜberManagementphase 

bestehtAusGrundprinzip DefinierteRolleUndVerantwortlichkeit 

bestehtAusProzess SteuernEinerPhase 

bestehtAusProzess VorbereitenEinesProjektes 

bestehtAusProzess InitierenEinesProjektes 

bestehtAusProzess AbschließenEinesProjektes 

bestehtAusProzess LenkenEinesProjektes 

bestehtAusProzess ManagenEinesPhasenübergangs 

bestehtAusProzess AbschließenEinesProjektes 

Table 52: Representation of the individual PRINCE2 

The individual PRINCE2 has the properties consistsOfTopic, consistsOfPrinciple, and 

consistsOfProcess, each with the cardinalities “exactly 7”. The individual PRINCE2 can 

therefore be associated with the seven basic principles, the seven topics, and the seven 

processes from the PRINCE2 project management method (the “framework”); cf. AX-

ELOS (2015), pp. 34–36, 47–59, and 135–140. 

Figure 65 illustrates the automated construction of the PRINCE2 global individual in an 

ontology-supported CBR system constructed using the CBR tool jCORA. This individ-

ual is defined via the non-taxonomic relation bestehtAusProzess with the individual  

AbschließenEinesProjektes connected. The latter is in turn linked via the non-taxonomic 

relation beinhaltetMaßnahme to other individuals, for example with the individual Pro 

duktabnahme. In this way, the measures defined in PRINCE2 for the process “Closing 

a Project” can be expressed. 
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Figure 65: The exemplary representation of global individuals  

using the example of the individual PRINCE2 in jCORA 
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Table 53 below shows the individual RisikomanagementPRINCE2 with the associated 

properties. 
 

Individual: RisikomanagementPRINCE2 

Class: Risikomanagement 

Property Value 

bestehtAusRisikomanagementProzess RisikoBewerten 

bestehtAusRisikomanagementProzess RisikoMaßnahmenImplementieren 

bestehtAusRisikomanagementProzess RisikoIdentifzieren 

bestehtAusRisikomanagementProzess RisikoPlanen 

Table 53: Representation of the individual RisikomanagementPRINCE2 

The individual RisikomanagementPRINCE2 has the non-taxonomic relation bestehtAus 

RisikomanagementProzess with the cardinality “exactly 4” for the class Risikomanage 

mentProzess in the relation’s range. The individual RisikomanagementPRINCE2 is con-

structed according to PRINCE2’s risk management, which has the following individuals 

of the class RisikomanagementProzess as property values: 

• RisikoPlanen 

• RisikoMaßnahmenImplementieren 

• RisikoIdentifizieren 

• RisikoBewerten 

The risk management processes in PRINCE2 are based on the DEMING circle. The DEM-

ING circle is also known as the PDCA cycle, DEMING cycle, or SHEWHART cycle (or 

“wheel” or “circle”); cf., e.g., KALS (2021), p. 287; ANGERMEIER (2016). The DEMING 

cycle generally describes an iterative four-stage process as a cycle for the continuous 

improvement of work processes and was introduced by the US statistician DEMING; cf. 

SYSKA (2006), p. 100. It can be applied in any domain, whereby the acronym PDCA 

stands for Plan, Do, Check, and Act and describes the cycle’s four processes. The central 

point of the DEMING cycle is that—regardless of how the individual process steps are 

labeled—the effects of a process step are reviewed and these findings in turn have a 

retroactive influence on the entire cycle’s management. Strictly speaking, the PRINCE2 

risk management process has a further process step that is not included in the DEMING 
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cycle. This process step, referred to as “communicating risk”, takes place throughout 

the cycle; cf. AXELOS (2018), p. 124. As it does so in parallel with all risk management 

processes, we here define this process as a measure and not as a separate process step. 

This design decision does not contradict the PRINCE2 risk management process steps, 

as the list of process steps in AXELOS (2018), p. 124, also refers to four consecutive 

process steps. 

We created the individual RisikomanagementPRINCE2 using the underlying PRINCE2 

and risk management ontology, then adapting the result for the security-critical IT pro-

ject ontology. We essentially made these adjustments because the underlying PRINCE2 

and risk management ontology provides properties for the individual Risikomanage 

mentPRINCE2 that are incorrectly classified as risk management processes. Take, for 

example, the individual RisikoregisterDokumentieren, which is defined as a risk man-

agement process in the original PRINCE2 and risk management ontology, but is merely 

a measure and should be provided as a property for all four risk management processes. 

Figure 66 below shows the adapted individual RisikomanagementPRINCE2 from the 

safety-critical IT project ontology, which is based on the DEMING cycle defined by 

PRINCE2. Each risk management process has additional measures as characteristics. 

Figure 66 shows an example of this for the risk management process RisikoIdentifi 

zieren, which includes the measures KontextIdentifizieren and GefährdungIdentifi 

zieren. 
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Figure 66: Risk management from PRINCE2  

with the associated risk management processes 
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By using the individual RisikomanagementPRINCE2 from the safety-critical IT project 

ontology, the PRINCE2 risk management processes can be constructed automatically in 

the CBR tool jCORA, as shown in Figure 67 below. 

 

Figure 67: Representation of global individuals using the example of the individual 

RisikomanagementPRINCE2 in jCORA 

Figure 67 shows that the individual RisikoIdentifizieren (first line in its ontology-related 

node in bold) belongs to two classes (polymorphism), namely to both the class Risiko 

managementprozess and the class Maßnahme (second and third lines in its ontology-

related node in normal print). 
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3.3 Case-based reasoning on the basis of a  
safety-critical IT project ontology 

3.3.1 Ontology-supported case-based reasoning system using jCORA 

3.3.1.1 Description of the prototype CBR tool jCORA 

The CBR tool jCORA (“java-based Case- and Ontology-based Reasoning Application”) 
is a prototype software for the construction of ontology-based CBR systems. It was de-

veloped for the “intelligent” reuse of experience-based knowledge in operational project 

management. This CBR tool was designed and implemented at the Institute for Produc-

tion and Industrial Production Management (PIM) at the University of Duisburg-Essen 

as part of the BMBF joint project OrGoLo and further developed as part of the BMBF 

joint project KI-LiveS. Cf. ZELEWSKI/HEEB/SCHAGEN (2022), pp. 225–251; BERGEN-

RODT/KOWALSKI/ZELEWSKI (2015), pp. 475–541. 

An essential prerequisite for the use of the CBR tool jCORA is the existence of an on-

tology, in this case the safety-critical IT project ontology. This need for an ontology 

means that jCORA is referred to as an ontology-supported CBR tool. In jCORA, ontol-

ogies are specified in the settings as a local path to an OWL file. Ontologies in OWL 

format are required as an exchange format for ontologies between an ontology editor 

and an ontology-supported CBR system. This is illustrated in Figure 68 below. 

 

Figure 68: Settings in the CBR tool jCORA 

The ontology specifies those linguistic means of expression that are considered neces-

sary or at least helpful in order to represent the knowledge gained from safety-critical 

IT projects in jCORA in the present case.  

The working area of jCORA lies among local, project-specific individuals and their in-

dividual values. The ontology editor Protégé, on the other hand, is limited to the under-

lying ontology and operates mainly at the class level, including the taxonomic relation 

“is_a” and other non-taxonomic relations between individuals. In addition, there are 
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global individuals that apply to the entire ontology across projects, as well as rules (often 

referred to as “axioms”), such as the Semantic Web Rules already presented.  

The boundary between the class level and the individual level is not always easy to draw. 

This is due to the fact that individuals can be constructed both in an ontology editor, 

such as Protégé, and in a CBR tool, such as jCORA.  

As already explained, global individuals constructed with Protégé do not refer exclu-

sively to a single, project-specific reality section, but provide linguistic means of ex-

pression across projects, with which individuals from any project-related reality section 

can be modeled—e.g., cross-project management methods such as PRINCE2. In some 

publications, the individuals specified in an ontology are referred to as a global know-

ledge component.  

In contrast, local individuals as local knowledge components refer exclusively to a sin-

gle project. This difference is also made clear by the different areas of application of the 

CBR tool jCORA and the ontology editor Protégé: While jCORA works at the level of 

local, project-specific individuals and their associated values, Protégé focuses on the 

underlying ontology and operates mainly at the class level, including global, cross-pro-

ject individuals. The question of whether an individual is constructed globally or locally 

can only be answered depending on the context.  

In addition, the distinction between global and local individuals can impact the algo-

rithm for calculating similarity in the CBR tool jCORA; cf. SETHUPATHY (2024), p. 324; 

ZELEWSKI/SCHAGEN (2022), p. 32. There it is shown that global individuals can lead to 

incorrect similarity calculations in jCORA if these global individuals, despite their char-

acter as global knowledge components, are used when specifying projects (cases)3 

which can be extended in jCORA by local relation or attribute values. This represents a 

significant functional limitation due to an uncertainty of correctness in the practical use 

of the CBR tool jCORA. 

The case structure is of paramount importance in an ontology-based CBR system. Ac-

cording to ASSALI/LENNE/DEBRAY (2010), p. 105; WATSON (2003), pp. 27–28; WAT-

SON (1998), pp. 176–177, a distinction must be made between a homogeneous and a 

heterogeneous case structure of CBR tools. If every case considered in a CBR tool has 

the same classes, relations, and attributes, then it is referred to as a homogeneous case 

 

3) In this article, we use the terms “cases” and “projects” synonymously, because we use case-based reasoning 
exclusively for the management of the reuse of project-related experience-based knowledge, so that no dis-
tinction is made between cases of case-based reasoning in general and projects in the special sense of (com-
puter-aided) knowledge management for projects. In this article, the terms “cases” versus “projects” are used 
as they appear plausible in the respective current argumentation context.  
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structure. Otherwise, a heterogeneous case structure exists; cf. BERGENRODT/KOWALS-

KI/ZELEWSKI (2015), p. 491. 

For the application of case-based reasoning, various specialist literature assumes that 

the case structure is known ex ante, is the same for all cases, and does not change in the 

course of using a CBR tool. This case structure is considered homogeneous—it makes 

it easier to compare the properties of different cases, and their similarities can be calcu-

lated using simple heuristics; cf. ASSALI/LENNE/DEBRAY (2010), p. 98. In a comple-

mentary way, it is emphasized that CBR tools with a heterogeneous case structure are 

considered more difficult to implement than CBR tools with a homogeneous case struc-

ture; cf. AVESANI/SUSI (2010), p. 183, ABOU ASSALI et al. (2009), p. 564. The particular 

challenge of heterogeneous case structures is seen in the context of determining similar-

ity; cf. ASSALI/LENNE/DEBRAY (2010), p. 98. This assessment led to the development 

of the CBR tool jCORA, which is intended to enable the most flexible handling possible 

of heterogeneous case structures; cf. BERGENRODT/KOWALSKI/ZELEWSKI (2015), 

p. 479. The real complexity of security-critical IT projects in operational practice also 

suggests that projects have a heterogeneous case structure (project structure). 

Knowledge structuring in the CBR tool jCORA is divided into three main project-re-

lated components. A distinction is made between: 

• Project description 

• Project solution 

• Project evaluation 

The CBR tool jCORA’s functionality is based on the CBR cycle described earlier. Its 

focus lies on said cycle’s retrieve phase, during which a similarity algorithm is used to 

determine the similarity between the description of a new project and the descriptions 

of old, already completed projects stored in the project knowledge base. This algo-

rithm’s basic features are based on the similarity algorithm of BEIßEL (2011), pp. 159–
215. However, BEIßEL’s similarity algorithm has various shortcomings that limit its suit-

ability for practical use; cf. BERGENRODT/KOWALSKI/ZELEWSKI (2015), pp. 479–480. 

These include the following limitations in particular: 

• The similarity algorithm does not support a recursive flow structure. 

• The similarity algorithm has limitations with regard to the permissible cardinali-

ties of non-taxonomic relations and attributes. 

• The similarity algorithm does not support restrictions, conjunctions, and disjunc-

tions or non-taxonomic relations with multiple values in the descendant area.  
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As part of the similarity calculation of two projects, the CBR tool jCORA can store 

weights for project characteristics that users consider to be relevant to similarity (we 

will come back to this later). 

The CBR tool jCORA supports the retain phase without restriction and automatically. 

However, jCORA suffers from considerable limitations with regard to the CBR cycle’s 

reuse and revise phases— as do most other currently known CBR tools: 

• During the reuse phase, jCORA does not support automated adaptation to the 

project solution of an old project that is as similar as possible and has already 

been implemented. It only provides a copy function as a “zero adaptation”, which 

does not enable effective adaptation of project solutions from old to new projects. 

• jCORA does not support the revise phase at all. 

The two comments above indicate a considerable need for further development of the 

CBR tool jCORA. 

 

3.3.1.2 Using the CBR tool jCORA for case specification 

We explain the functionality of the CBR tool jCORA below using screenshots as an 

example. Since jCORA, as a tool for ontology-supported case-based reasoning, focuses 

on the use of the term “Fall” for “case”, the following will primarily refer to “Fälle”—
instead of the underlying and synonymous projects. Nevertheless, the content of each 

case refers to the specification of a project about which knowledge—primarily of the 

natural-language, experience-based type—is to be stored in the project knowledge base 

of an ontology-supported CBR system and reused for the planning, management, and 

control of new projects.  

To create a new case at individual level in the CBR tool in jCORA, click on the “+” 

symbol on the jCORA start page: 

 

Figure 69: Creating a new case 
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A case ID can then be selected for the case. This step is demonstrated in Figure 70 

below, with the designation “Kooperative_Leitstelle” selected for the case. 

 

Figure 70: Creating a case ID 

As soon as the case has been created, the three-part case structure already shown is 

automatically constructed and displayed; cf. Figure 71 below.  

A case graph is used to represent each case. Each of its nodes initially lists an individual 

in bold in its first (top) line, which is used to specify a case at the individual level. In 

addition, the second (bottom) line of the same node shows, in normal print, the class to 

which the node’s individual belongs in the underlying ontology. In Figure 71 below, for 

example, the individual Fall belongs to the class Projekt, just as the individual Fall 

Beschreibung belongs to the class Projektbeschreibung. 

The directed nodes between the nodes of a case graph each represent a non-taxonomic 

relation, each of which is identified as an edge label, with the following applying: The 

two individuals from the pre-area of the relation (labeling of the node at the start of the 

edge in the first line) and the post-area of the relation (labeling of the node at the end of 

the edge in the first line) represent a relation element of the non-taxonomic relation as 

an ordered pair, which is identified as an edge label. In addition, due to the double la-

beling of the nodes of the case graph, each directed edge between two nodes of a case 

graph is labeled with the non-taxonomic relation that links the two classes from the 

domain of the relation (labeling of the node at the start of the edge in the second line) 

and the range of the relation (labeling of the node at the end of the edge in the second 

line). 
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Figure 71: Original case graph in jCORA 

The individual Fall is a special feature in jCORA. Since it was neither defined as a 

global individual in Protégé nor is available as a conventional, case-specific individual 

in jCORA, it cannot be classified in the categorization of global and local individuals. 

Instead, this individual is defined by jCORA’s settings, as shown in Figure 72 below. 

Semantically, it makes no sense to consider an individual Fall as a subclass of Projekt, 

as a case per se is not a subclass of a project—rather, the terms “Projekt” and “Fall” are 

used synonymously. This argumentation also applies analogously to the individuals 

FallBeschreibung, FallBewertung, and FallLösung. 
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Figure 72: Settings in jCORA 

To specify a safety-critical IT project, a new non-taxonomic relation is selected by right-

clicking on the individual FallBeschreibung. Figure 73 below illustrates the selection of 

possible non-taxonomic relations, starting from the individual FallBeschreibung. Only 

those non-taxonomic relations are displayed that have the class Projektbeschreibung in 

their respective pre-fields. 
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Figure73: Possible non-taxonomic relations based on the individual FallBeschreibung 

In the present context, the non-taxonomic relation betrifftProjekttyp is selected in order 

to assign an individual that belongs to the class SicherheitskritischesITProjekt, as this is 

required in the descendant area of the non-taxonomic relation betrifftProjekttyp. As no 

individuals of the class SicherheitskritischesITProjekt exist yet, a new individual called 

Kooperative_Leitstelle is created and assigned to the class SicherheitskritischesITPro 

jekt, as illustrated in Figure 74 below. 



Application of ontology-supported case-based reasoning for … safety-critical IT projects 137 

 

 

Figure 74: Creating the new individual Kooperative_Leitstelle 

After constructing the individual Kooperative_Leitstelle, it can be used in the sub-area 

of the non-taxonomic relation betrifftProjekttyp, as shown in Figure 75 below. 
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Figure 75: Selection of the individual Kooperative_Leitstelle  

as an element of the sub-area of the non-taxonomic relation betrifftProjekttyp 

The added relation element of the non-taxonomic relation betrifftProjekttyp is shown in 

the display window as an extension of the case graph by the individual Koopera 

tive_Leitstelle from the class SicherheitskritischesITProjekt. 

 

Figure 76: Extended case graph in jCORA 
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In the following, selected properties of a safety-critical IT project are assigned to the 

individual Kooperative_Leitstelle as an example. Figure 77 below shows an example of 

how the case graph can be extended by non-taxonomic relations based on the individual 

Kooperative_Leitstelle. The display window shows only those non-taxonomic relations 

to which the class SicherheitskritischesITProjekt is assigned in the domain. 

 

Figure 77: Display window for adding a non-taxonomic relation 

Figure 78 below illustrates the assignment of attribute values for the attributes of the 

individual Kooperative_Leitstelle. The “+” symbol is selected to assign specific values 

to the attributes. The CBR tool jCORA automatically assigns the selected attribute the 

data type that was defined for the respective attribute in the underlying ontology. 
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Figure 78: Assignment of values for the attributes  

of the individual Kooperative_Leitstelle 

Figure 79 below illustrates the assignment of values for its attributes for the individual 

Kooperative_Leitstelle as an example. 

 

Figure 79: Assigned values for attributes of the individual Kooperative_Leitstelle 

In this way, the user can extend the case graph of jCORA with individuals and associated 

relation elements and attribute values, until they have created all knowledge components 

that are considered relevant for the description of the safety-critical IT project under 

consideration. 
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The CBR tool jCORA can be used to construct ontology-supported CBR systems for 

complex security-critical IT projects, as shown by an excerpt in Figure 80 below. Alt-

hough this article only deals with three cases that are significantly less complex than the 

case shown here, Figure 80 makes it clear that complex safety-critical IT projects can 

be specified as cases using the CBR tool jCORA—despite the limitations with regard to 

its application. Furthermore, the case construction enabled missing classes, non-taxo-

nomic relations, and attributes to be identified and modeled in Protégé. 

 

Figure 80: Excerpt of an exemplary case from jCORA 

Figure 80 shows an example of the knowledge components associated with the case 

description. As required in the definition of a safety-critical IT project in this article, the 

safety-critical IT project “ZentraleLeitstellePolizei” has already undergone an award 

procedure. Its suitability criteria included the project reference and the required turnover 
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in the tendered area. As part of this award procedure, which was a negotiated one, the 

fictitious company ITBeratungAG was commissioned. The contract award procedure 

includes a requirement for geodata maintenance in the service description. Said mainte-

nance is solved in the security-critical IT system by software (ArcGIS for Server Ad-

vance), hardware (Bull Sequana), and data (Naveteq and OSM data), which represent 

both tangible and intangible real assets. The hardware has the IT security features of 

hardening and geo-redundancy. This requirement is implemented in the production sys-

tem, called PU1. One of the customer’s project employees, Police Chief Inspector 

(PHK) Max Mustermann, who works at Haltern Police Headquarters and is part of the 

project, has expert power over geodata maintenance and can therefore influence the re-

spective requirement. In a brainstorming session, it was determined that this requirement 

carries the risk that the process of geodata maintenance is not defined and therefore the 

requirement is difficult to implement. 

Although this situation lays out a fictitious case and fictitious requirements, it is repre-

sentative of a complex safety-critical IT project. The light blue nodes of the case graph 

from jCORA represent local individuals. The orange nodes, on the other hand, represent 

global individuals that were already created during ontology construction using Protégé, 

such as procurement steps and risk management measures. 

 

3.3.1.3 Use of the CBR tool jCORA for case-related similarity calculation 

Once the user has completed a case description—i.e., a new project’s description—in 

the CBR tool jCORA, a similarity calculation is performed between the new case (syn-

onym: project) and the old cases (synonym: projects), about which project management-

relevant knowledge, in particular natural language experience knowledge, is stored in 

the CBR tool’s project knowledge base. The similarity calculation between cases is car-

ried out in the CBR tool jCORA by calling the function “Create a CBR request from 

this case”, as illustrated in Figure 81 below. 
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Figure 81: Create CBR request in jCORA 

The similarity calculation takes place in a new window, in which the relations and at-

tributes as properties of a case (project) can be weighted according to the user’s own 

preferences with regard to their relevance for the similarity calculation using percentage 

values, as illustrated in Figure 82 below. In addition, the CBR tool jCORA offers the 

option of saving user-specific weighting profiles and calling them up again for later use. 
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Figure 82: Setting the weighting of the properties 

Once the weighting has been defined, the user can start the similarity calculation. This 

is done by calling up the “Anfrage starten” function. The similarity calculation is per-

formed for all cases that exist in the CBR tool’s case base, i.e., its project knowledge 

base. Figure 83 below illustrates the presentation of results after the similarity calcula-

tion. It should be noted that the graph presentation in Figure 83 can be considered inad-

equate, as it lacks labeled values along the x and y axes and it therefore remains unclear 

which specific results are shown. A simple loading bar would enhance the user’s expe-

rience, as the results of the similarity calculation are already displayed in a separate 

window. 
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Figure 83: Graphical presentation of results in jCORA 

Once the similarity calculation has been completed, the user can call up the “Show re-

sults” function, which displays the results of the similarity calculation in the following 

format: 

 

Figure 84: Presentation of results in jCORA 

The calculated similarity between the projects is shown as a percentage and sorted from 

highest similarity to lowest similarity. In addition, the CBR tool jCO-RA offers a filter 

function to display only those similar projects that achieve at least a certain similarity 
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value. The user could, for example, specify a minimum similarity of 75% in the filter 

function. 

 

3.3.1.4 Limitations of the CBR tool jCORA 

We have already mentioned some of the CBR tool jCORA’s limitations (restrictions) 

for use in an operational environment; cf. also WEBER et al. (2023), pp. 24–25; HERDER/ 

ZELEWSKI/SCHAGEN (2022), pp. 44–45; ZELEWSKI/SCHAGEN (2022), pp. 51–54; BER-

GENRODT/KOWALSKI/ZELEWSKI (2015), pp. 537–541. We here describe further funda-

mental limitations to which the CBR tool jCORA is subject with regard to its use in an 

operational environment. 

The most important of these, which have already been discussed in other publications 

(particularly those mentioned above), are briefly outlined below.  

Similarity algorithm: jCORA’s similarity algorithm leads to incorrect similarity calcu-

lations if global individuals are used incorrectly. Such improper use occurs when global 

individuals—contrary to their definition as “globally valid”—are not used unchanged 

(“constant”) for all projects, but are modified within the specification of individual pro-

jects, e.g., with regard to the individual values. In this respect, there is no error in the 

similarity algorithm; rather, the problem is an impermissible algorithm application. 

However, jCORA users perceive the resulting, seemingly implausible calculation results 

as an algorithmic error. Adding further specific similarity functions is only possible 

through implementations in the jCORA source code. Only IT specialists very familiar 

with jCORA can accomplish this in an error-free manner. This proves to be a consider-

able limitation on jCORA’s use in operational practice, which often requires flexible 

adaptations of specific similarity functions to the requirements in their project manage-

ment environment. Furthermore, the current lack of a generally recognized algorithm 

for calculating the similarity between projects on the basis of project ontologies proves 

to be unsatisfactory.  

We will briefly digress to illustrate the previously mentioned “error-proneness” of 

jCORA’s similarity algorithm when using global individuals. In the safety-critical IT 

project ontology, we constructed some global individuals (e.g., the awarding steps as 

well as the PRINCE2 project management method), which, however, lead to incorrect 

similarity values when used in jCORA, as already noted by WEBER et al. (2021), p. 26. 

Accordingly, in the following three cases we used a global individual only for “realign-
ment of an operational management system”, in order to avoid incorrect values in the 

similarity calculation.  
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Although global individuals can be created in an ontology editor such as Protégé, they 

can lead to errors in jCORA’s similarity calculation if they are modified “locally” (i.e., 

individual-related) during the specification of project individuals (“cases”) by adding 

new attributes or relations. This could lead to a contradiction between the global indi-

vidual definition in Protégé on the one hand and the local individual modification in 

jCORA on the other. Under this premise, global individuals would not be error-prone 

per se, as long as users ensure they never “modify” them in jCORA in the aforemen-

tioned way. However, it is equally legitimate to criticize that not modifying global indi-

viduals potentially results in a loss of available or constructed linguistic means of ex-

pression.  

Figure 85 below illustrates the problem when the similarity to other cases and to itself 

is calculated based on the case “realignment of an operational command system”. 
jCORA gives said similarity to itself as 98%, which is not correct. 

 

Figure 85: Incorrect result of the similarity calculation when using global individuals 

Finally, the similarity value calculated in jCORA must also be critically evaluated. In 

this article, we calculated the similarity between the three cases in chapter 3.3.3.2. We 

based this calculation on the so-called universal similarity function used by default in 

jCORA. To overcome this limitation, later in this contribution we implement a specific 

similarity function that can calculate the similarity between words using the Word2Vec 

technique. The implementation as a serverless function makes it possible to add further 

specific similarity functions without having to change the existing source code of an 

existing serverless function. 

Similarity tables can be loaded, but a specific similarity function has to be implemented 

in the source code, which is not trivial in a monolithic application, as it is a source code 

block. In addition, the source code is not documented in a technical manual. Although 

the source code is well documented, an architectural plan of the CBR tool jCORA would 

be desirable in order to better understand the relationships between the tool’s classes. 

Furthermore, the universal similarity function 𝑠𝑖𝑚𝑛𝑢𝑚𝑒𝑟𝑖𝑐 must be critically scrutinized 

with regard to its plausibility, as the values in the ontology vary greatly depending on 

the context (e.g., TCVBC or hatAlter) and the similarity is calculated on the basis of the 

largest and smallest value. Even with the aforementioned limitations in the case speci-

fication, which can be understood as additional limitations of jCORA, the results in 
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chapter 3.3.3.2 show that a tendency of similarity between the cases can be calculated 

in order to gain useful insights for the reuse of experience-based knowledge from safety-

critical IT projects. Our following explanations of the cases do not cover all areas of a 

case, as that would make them disproportionately long. Instead, we explain selected 

areas, such as the requirements of the service descriptions that serve as the basis for the 

real assets used. 

Expressive power of the underlying ontology: The performance of jCORA depends 

largely on the underlying ontology, in particular on its expressive power. Restrictions in 

the ontology, for example due to limitations of the ontology editor such as Protégé, can 

have a negative effect on said performance. This includes, for example, the fact that—
as already mentioned—only two-digit non-taxonomic relations can be used in Protégé 

and, based on this, also in jCORA. Yet business practice sometimes also requires at least 

three-digit (or even “higher”) non-taxonomic relations as linguistic means of expression 

for a “natural” modeling of the relevant business facts. This applies, for example, to 

non-taxonomic relations for competence relations, which should include at least one 

competence holder (actor), one competence type, and the extent of competence fulfill-

ment as relation points. This could be supplemented, for example, by information on 

proof of possession of a competence (certificates) and information on the period during 

which the competence was acquired—or possibly forgotten due to non-use.  

Visualization of instantiated project ontologies using case graphs: The limitations that 

can be identified with regard to visualization are reflected in the CBR tool jCORA’s 

fundamentally poor usability. The usability limitations for this software’s use in an op-

erational environment are described in more detail by WEBER et al. (2023), pp. 53–56. 

Help tools for jCORA: A number of publications on jCORA now exist. However, these 

are not an adequate substitute for user-related online help, which would significantly 

support the tool’s use in an operational environment. In this respect, the publication 

SCHAGEN et al. (2022) is worth mentioning; it presents the development of an e-learning 

module for user-friendly familiarization with the use of jCORA. 

Adaptation: The adaptation of solutions for very similar old projects (cases) to the de-

scriptions of new projects (cases) represents a problem that has not yet been satisfacto-

rily solved, not only for the CBR tool jCORA in particular, but also for CBR systems in 

general, for the promising use of case-based reasoning in operational practice with re-

gard to the reuse of experience-based knowledge in project management. We will dis-

cuss this in more detail shortly, with reference to jCORA’s special limitations. 
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User interface: The limitations regarding jCORA’s usability are discussed in more detail 

by WEBER et al. (2023). They report on usability tests carried out with project managers 

from the area of safety-critical IT projects, among others. Overall, they did not give 

jCORA a convincing testimonial; cf. WEBER et al. (2023), pp. 39–56. 

For clarification purposes, we discuss only the limitation of adaptation in more detail 

below, as the adaptation of solutions for similar old projects to the descriptions of new 

projects plays a vital role in case-based reasoning. In the sense of the CBR cycle’s reuse 

phase presented earlier, an old project and its knowledge components (project solution 

and project evaluation) can be reused by calling the “Adapt” function. An adaptation 

rule is selected in the “Existing rules” window and executed using the “Apply” function. 

This applies the selected adaptation rule to the solution for a new project. 

Figure 86 below illustrates that the CBR tool jCORA currently only has one adaptation 

rule: “Copy solution”. This adaptation rule is used to copy the entire solution of an old 

project into the solution for a new project. This copy function adopts the project solution 

for the most similar old project as a proposed solution for a new project without making 

any adjustments. The necessary adaptation of the project solution for a most similar old 

project to the new project under consideration must therefore be carried out “manually”. 
This adaptation rule is also referred to as “zero adaptation”; cf. WILKE/BERGMANN 

(1998), p. 500. 

 

Figure 86: Adaptation window in jCORA 
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Zero adaptation is highly controversial because copying the solution for an old project 

as a proposed solution for a new project contradicts a project’s “uniqueness”, which is 

often emphasized in the definition. Instead, experts sometimes suggest using the solu-

tion for an old project as a starting solution, in order to arrive at a solution for the new 

project under consideration by means of “manual” adjustments. However, this “manual” 

adaptation of solutions for safety-critical projects contradicts the requirement to be able 

to manage new safety-critical IT projects as far as possible with “intelligent”, AI-based 

knowledge management systems with computer support.  

However, the automatic adaptation of solutions from old to new projects in a CBR tool 

is a field of research that still requires extensive and in-depth further investigation. Cur-

rently, it is suffering from far too many research and implementation gaps in the state 

of the art of CBR tools.  

The CBR tool jCORA already offers a generic adaptation function—“adapt”—which 

can be used to define user-specific adaptation rules; cf. ZELEWSKI/SCHAGEN (2022), 

pp. 40–41; BERGENRODT/KOWALSKI/ZELEWSKI (2015), pp. 534–536. However, this ge-

neric adaptation function is still not sufficient because it does not define user-, project-, 

or industry-specific adaptation rules. In this respect, the CBR tool jCORA—like other 

CBR tools—has a serious application gap.  

In the following, we discuss in more detail a particular limitation of the CBR tool 

jCORA that the relevant specialist literature (with the exception of SETHUPATHY (2024), 

pp. 341–346) has far neglected to deal with—namely, jCORA’s monolithic application 

structure. It represents a central weakness for jCORA’s practicability in an operational 

environment. We explain it in more detail here, and present a comprehensive, cloud-

based approach to overcoming this vulnerability later, in chapter 4.  

The central importance of jCORA’s monolithic application structure rests on the fact 

that current technological developments in the cloud area are increasingly replacing 

monolithic applications in the operational environment; cf. FRANK/SCHUMACHER/ 

TAMM (2019), p. 6; FRITZSCH et al. (2019), pp. 128–129. The disadvantages of a mon-

olithic application in an operational environment are described in detail by OLIVEIRA 

ROCHA (2021), pp. 4–9, among others. They support the assumption that current tech-

nological developments in the cloud area will largely replace monolithic applications in 

the operational environment. 

Although the CBR tool jCORA’s limitation with regard to its monolithic application 

structure represents a serious obstacle to its use in an operational environment, it has not 

yet been addressed in any scientific publication (with the exception of SETHUPATHY 

(2024); see above). HERDER/ZELEWSKI/SCHAGEN (2022), pp. 44–45, criticize jCORA’s 
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failure to offer any “practical” interfaces. However, they do not address the underlying 

limitation due to the monolithic application structure. This does not take into account 

the fact that, by breaking up a monolithic application structure, new types of interfaces 

can be offered that can be used by other application software, such as Microsoft Office 

products, which are particularly widespread in business practice. We explain this in de-

tail below. However, it should be noted in advance that a separate serverless function 

must be implemented for each new type of interface. This means that the resources re-

quired for cloud-based reimplementation of the CBR tool jCORA should not be under-

estimated. However, it also promises great additional benefits in terms of greater appli-

cation flexibility and new interfaces to widely established application software. 

The CBR tool jCORA has a monolithic application structure, in which the functionali-

ties are bundled in a single application, and is to be classified in the 1-tier architecture, 

so that no data storage level exists. For example, a data storage tier could have been 

implemented using a common database to separate the presentation tier and the data 

storage tier (2-tier architecture). In principle, Protégé supports the use of a database as 

a backend component, so that any application could access the database and the ontolo-

gies constructed in Protégé could be called up. The support of databases in Protégé as 

well as the necessary connection formalities to a database (connection strings) are de-

scribed in PROTÉGÉ (2010). In jCORA, it would have been conceivable to store the un-

derlying ontology and the project knowledge base in a standard database and integrate 

it into jCORA using interfaces. Using database triggers, the necessary formalities—such 

as the existence of the case structure (project structure) with case description, case so-

lution, and case evaluation—could have been checked automatically. In addition to Java 

technology—used for jCORA—database technologies such as SQL could have been 

implemented to construct automated check scenarios in the database (project knowledge 

base), for example. However, the restriction of a monolithic application structure would 

still be present if this separation existed. As this fundamental separation is missing in 

jCORA, its monolithic application structure represents a fundamental limitation of the 

CBR tool’s use in an operational environment. 

The fundamental separation between the presentation layer and the data storage layer 

would support jCORA’s maintainability, as the coupling between the layers is kept to a 

minimum and clear interfaces exist between the two layers; cf. RAU (2016), p. 304. This 

subdivision would also support portability, making it easier to replace the database or 

use a different presentation level without changing the data storage level.  

Even if jCORA were to support this fundamental separation between the data storage 

level and the presentation level, the CBR tool would still be a monolithic application 

from an implementation perspective. In jCORA, the cases of the case base (projects of 
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the project knowledge base) are stored in a proprietary .dat and .idn file. Figure 87 below 

illustrates the .dat and .idn files that are “automatically” created in jCORA’s “Case base” 

folder. 

 

Figure 87: .dat and .idn files from jCORA in the case base folder 

A .dat file is a generic data file created by a specific software. In most cases, the associ-

ated software is the only way to open this data file, which in turn reinforces the mono-

lithic application structure. The .idn file extension is not generally defined. Due to a lack 

of technical documentation for the CBR tool jCORA, the purpose for which these .idn 

files are created remains unclear. However, it has been observed that .idn and .dat files 

are automatically created in the “Case base” folder when cases are constructed. 

In addition to the fundamental restriction imposed by the 1-tier architecture, monolithic 

CBR tools (“applications”) such as jCORA have other general disadvantages when used 

in an operational environment, which are briefly summarized in the following points: 
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• Technology: When adapting a monolithic application structure, the entire af-

fected software must be tested for functionality. This means that software devel-

opment becomes more complex and slower; cf. FRITZSCH et al. (2019), p 129; 

RAU (2016), p. 304. Furthermore, changes in a monolithic application structure 

impact the entire application, which leads to time-consuming adjustments and 

thus increases costs; cf. FRANK/SCHUMACHER/TAMM (2019), pp. 161–162. The 

high level of complexity and the many dependencies within the monolithic ap-

plication structure make it difficult to localize a possible error in the software; cf. 

OLIVEIRA ROCHA (2021), pp. 6 and 13. Test procedures must be more complex 

in order to rule out any errors that may arise from a change to the software due 

to the internal dependencies. A monolithic application structure is usually written 

exclusively in one programming language. Technological advances, such as 

those resulting from new programming languages, cannot be taken into account; 

cf. OLIVEIRA ROCHA (2021), p. 15; FRITZSCH et al. (2019), p. 129.  

• Deployment: Any changes to software with a monolithic application structure 

require a complete deployment of said software. With jCORA, the software 

would have to be deployed to all affected workstations by means of software 

distribution or on-site installation. Software distribution tools (application release 

automation) are automation tools for distributing software to different target sys-

tems; cf. PFITZINGER/JESTÄDT (2017), p. 582. Both variants would incur costs 

for deployment and downtime during deployment. Furthermore, it may be nec-

essary to adapt the affected workstations. With the Java-based CBR tool jCORA, 

for example, it may be necessary to update the Java runtime or the environment 

variable, which in turn requires additional effort and represents a further source 

of errors. An environment variable (path parameter) designates configurable 

paths in an operating system to certain software. The disadvantage of defining an 

environment variable is that it must always be adapted via a client’s system con-

trol. In the case of a distributed client environment across several locations, this 

would mean increased effort, as an adjustment would have to be made in each 

client environment.  

• Mobility: At present, the CBR tool jCORA cannot be run on mobile devices. This 

corresponds to the usual pattern for monolithic applications, as they are usually 

developed for desktop clients. Therefore, the development of a separate software 

variant would be necessary to enable its mobile executability. The use of software 

on mobile devices is an important requirement with regard to its use in opera-

tional practice. This is justified by the fact that the proportion of mobile internet 

users in Germany was 82% in 2021; cf. INITIATIVE D21 (2022), pp. 14–15. The 
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proportion of mobile device owners in the German population was around 88.8% 

in 2021; cf. TENZER (2022). The figure relates to people aged 14 and over who 

have a smartphone or cell phone in their household. The CBR tool jCORA, which 

is Java-based software, cannot be used on mobile devices with the operating sys-

tem (iOS) by default. This is because the iOS operating system does not support 

the Java programming language, only its own Swift programming language. It 

could conceivably be used on mobile Android devices, as Android supports the 

Java programming language as a standard programming language; cf. MAW-

LOOD-YUNIS (2022), p. 55. However, technologies exist to equally support both 

mobile device types, which represent more than 99% of the market share; cf. 

KANTARWORLDPANEL (2022).  

• Scalability: Individual components of the CBR tool jCORA cannot be scaled. 

Scaling is usually achieved by duplicating the entire software, for example on 

another—possibly only virtual—computer; cf. OLIVEIRA ROCHA (2021), p. 15; 

FRITZSCH et al. (2019), p. 129. However, this scaling approach is an inefficient 

way to respond to rapidly changing workloads while remaining optimal in terms 

of resource utilization; cf. FRITZSCH et al. (2019), p. 129. One criterion for eval-

uating inefficiency is the relationship between the hardware resources used and 

computing times. An optimality criterion in this context can be the achievement 

of maximum performance with the lowest possible latency. This criterion aims 

to achieve the highest performance without compromising latency. This means 

that a large number of requests can be processed quickly without unnecessarily 

slowing down the response time (latency). 

Software with a monolithic application structure can have the advantage, at least in the 

early phases of development, of developing the software quickly and reducing the cog-

nitive effort for code management and deployment; cf. HARRIS (2022); OLIVEIRA RO-

CHA (2021), pp. 10–11. Particularly in the area of rapid prototyping, software with a 

monolithic application structure could at least help to quickly develop an executable 

prototype. By using only one code base (in this case the Java programming language), 

the entire development can take place in one development environment, e.g., Eclipse. 

This could simplify software development, especially at the beginning of the process; 

cf. HARRIS (2022). Further advantages of monolithic application structures are cited in 

HARRIS (2022) and OLIVEIRA ROCHA (2021), pp. 9–13. Overall, however, current pub-

lications come to the conclusion that the disadvantages of software with monolithic ap-

plication structures for use in an operational environment outweigh the advantages; cf., 

e.g., OLIVEIRA ROCHA (2021), p. 13; FRANK/SCHUMACHER/TAMM (2019), pp. 153–
154. 
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For company-relevant software, monolithic application structures also represent an or-

ganizational bottleneck in particular; cf. FRANK/SCHUMACHER/TAMM (2019), pp. 153–
154. In their opinion, a software’s performance essentially determines the performance 

of the business model based on it. For an ontology-supported CBR system, such as the 

CBR tool jCORA considered here, which is used for the reuse of experience-based 

knowledge in the operational environment of project management, a monolithic appli-

cation structure represents a considerable business risk due to the aforementioned diffi-

culties (limitations). 

Ideally, software with a monolithic application structure works without errors. If an er-

ror does occur, however—for example in one of the CBR cycle’s four phases—or if a 

sub-component of the monolithic application structure—for example the case base (pro-

ject knowledge base) of the CBR tool jCORA—is overloaded, it is very likely that the 

entire software will produce an error case and can therefore no longer be used. The 

availability of the entire software is therefore at risk. Its use as a central knowledge 

management system could lead to a considerable operational risk in the event of a “total 
failure”. 

The CBR tool jCORA’s monolithic application structure makes its flexible further de-

velopment and the rapid provision of additional functionalities considerably more diffi-

cult. Such further development may even be fundamentally thwarted due to “prohibi-
tively” high costs. Therefore, a non-monolithic application structure in which individual 

functions (e.g., for individual phases of the CBR cycle, such as the currently not yet 

satisfactorily covered reuse phase) could be developed and provided independently of 

other components (such as the user interface) would be much more flexible. One possi-

ble solution to the problem outlined above is so-called serverless functions, which we 

explain in detail later in this article. 

In addition to the aforementioned disadvantages of software with monolithic application 

structures, such “monolithic” software no longer corresponds to the current state of “mo-

dern” software technology, particularly with regard to economic aspects; cf. FRANK/ 

SCHUMACHER/TAMM (2019), p. 167. Infrastructure automation for the use of software 

in the operational environment has developed considerably in recent years; cf. FOWLER/ 

LEWIS (2015), p. 19. Technological developments in cloud computing—in particular the 

offerings of “hyperscalers” such as Amazon Web Services (AWS) and Microsoft Az-

ure—have significantly reduced the operational complexity of developing, deploying, 

and operating software with non-monolithic application structures (microservices) and 

have overtaken the use of software with monolithic application structures in the opera-

tional environment in terms of the “state of the art”; cf. JAMSHIDI et al. (2018), pp. 26–
27; FOWLER/LEWIS (2015), p. 5. In this context, software used in operational practice is 
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increasingly developing into cloud-native applications that are provided and further de-

veloped exclusively in the cloud. We explain the development of cloud-based, ontology-

supported, case-based reasoning as a special use case of such cloud-native applications 

in detail in chapter 4. 

 

3.3.2 Description of the cases to represent three practical examples 

3.3.2.1 Preliminary remarks on the three practical examples 

We then constructed three practical examples using the CBR tool jCORA and later an-

alyzed their similarities. On the one hand, these practical examples are intended to illus-

trate how projects can be represented as “cases” in an ontology-supported CBR system 

and how the experience-based knowledge from old, already completed projects can be 

reused for the planning, implementation, and control of new projects using a CBR tool 

such as jCORA. On the other hand, they illustrate how safety-critical IT projects can be 

specifically recorded within an ontology-supported CBR system such as the CBR tool 

jCORA. 

The following three cases—in which “practical examples” and “safety-critical IT pro-

jects” are synonymous—do not represent real-life, safety-critical IT projects. However, 

they help to identify the design of a safety-critical IT project that has a previous award 

procedure and fulfills requirements for a safety-critical IT system that can be classified 

in the aforementioned requirement areas. We have deliberately based the case designa-

tions on common projects. Table 54 below lists the three examined cases (projects). 
 

Case No. Case Name 

1 Neuausrichtung eines Einsatzführungssystems der Polizei 

2 Aufbau einer kooperativen Leitstelle 

3 Aufbau einer zentralen Datenbank für Ermittlungen 

Table 54: Practical examples of security-critical IT projects 

In addition to the fundamental limitations of the CBR tool jCORA mentioned in chapter 

3.3.1.4, we must address further restrictions that have become apparent with regard to 

the three practical examples (“cases”) of safety-critical IT projects considered in the 

following from a case-specific perspective. 
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Strictly speaking, these three cases do not represent complete cases, but merely include 

some requirements from safety-critical IT projects. We were forced to make this re-

striction because the CBR tool jCORA sometimes runs into an error with a more com-

prehensive case construction and subsequent similarity calculation if too many or too 

extensive cases (individuals) are considered; see Figure 88 below. We therefore had to 

compromise on the number and scope of the constructed individuals, finding a balance 

that allowed us to construct meaningful cases on the one hand, while on the other guar-

anteeing that we did not create too many or too extensive individuals, which would then 

be unusable. 

 

Figure 88: Exemplary error message for the similarity calculation 

with too many individuals 

Strictly speaking, the error message in Figure 88 does not make clear why it occurred. 

In order to carry out an error analysis, it would be necessary to view the CBR tool 

jCORA’s source code. Yet we assume that this error message is related to the number 

and scope of the individuals. In addition, jCORA with its case base (project knowledge 

base) quickly becomes very large when representing knowledge about cases (projects), 

so that the case base alone takes up several gigabytes of memory space in the case con-

struction carried out in this article. It is also possible to lose cases if string values take 
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up a larger area when constructing individuals, such as when formulating two or three 

sentences. 

Another problem worth mentioning in case construction is the loss of labeling of the 

graphical representation using a case graph. This loss of labeling can be corrected by 

calling the CBR tool jCORA again. However, it is not immediately clear why this error 

occurs.  

In principle, a collection of known errors of the CBR tool jCORA, similar to Protégé, 

would be desirable in order to have a list of error-causing software problems. These 

problems would have to be evaluated and rectified in a further problem analysis. Alter-

natively, the experience gained with the - particularly technical - problems of the CBR 

tool jCORA could be used to further develop the software on a different technological 

basis, e.g., as a cloud-native application, in order to avoid running into these problems 

again.  

In this article, we have omitted to make a complete technical evaluation of jCORA: Our 

primary focus is not on criticizing the CBR tool’s problems, but on providing “solution-

oriented” further development. We will therefore present the “feasibility” of a reimple-

mentation of the CBR tool jCORA as a cloud-native application later in chapter 4, along 

with the possibility of providing further specific similarity functions without major ad-

aptations using artificial neural networks for the similarity calculation of words.  

 

3.3.2.2 Case 1: Reorganization of a police command and control system 

The case considered here bears the case ID “Neuausrichtung eines Einsatzführungs-

systems der Polizei” and is an example of a case that extends to an award procedure 

(expressed by the individual AusschreibungEinsatzführungssystem) for the delivery of 

a command and control system. Figure 89 below illustrates the entire case graph of the 

case. 
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Figure 89: Case graph of the case Neuausrichtung eines Einsatzführungssystems  

der Polizei 

The award procedure was carried out as a negotiated procedure. This is expressed by 

the individual VerhandlungsverfahrenBeschaffungEinsatzführungssystem. The attribute 

isteuropaweiteausschreibung with the value nein indicates that it was not a Europe-wide 
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tender. The contract was awarded to the company IT-Dienstleistung AG (individual 

ITDienstleistungAG), which has the attributes Mitarbeiteranzahl, Unternehmenssitz, 

Unternehmensform, and Unternehmensname. As an example, Figure 90 below illus-

trates the attributes of the individual ITDienstleistungAG as well as the non-taxonomic 

relations this individual has in its range. 

 

Figure 90: Attributes of the individual ITDienstleistungAG  

and section of the case graph 

The requirement that the command and control system must have a server system with 

Windows Server 2019 software is described in the service description of the award pro-

cedure (individual: LeistungsbeschreibungEinsatzführungssystem). This is described by 

the non-taxonomic relation hatBeschreibungTechnischeAnforderung. It links the indi-

vidual LeistungsbeschreibungEinsatzführungssystem with the individual Beschreibung 

WindowsServer2019. In order to express the real goods according to the requirements, 

the non-taxonomic relation beziehtSichAufRealgut links the individual Beschreibung 

WindowsServer2019 with the individual WindowsServer2019 and the individual 

BeschreibungWindowsServer2019 with the individual BullSequana_xh30000. This con-

struction is intended to express that the Windows Server 2019 software is to be provided 

on the “BullSequana” server hardware for the implementation of this requirement. The 

described requirement of the Windows Server 2019 to be deployed has a planned (and 

thus a possible) risk of a security vulnerability, which is expressed by the individual 

Sicherheitslücke. This individual is linked by the individual BeschreibungWindows 
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Server2019 with the non-taxonomic relation hatUnmittelbaresRisikoPlan. The measure 

for remedying the security vulnerability is the installation of a Linux server, which is 

expressed by the non-taxonomic relation hatMaßnahme. The individual Installation 

LinuxServer is connected to the individual RedhatLinuxServer9 via the non-taxonomic 

relation beziehtSichAufRealgut, which expresses that a different real good will be used 

to solve this requirement if the vulnerability in question actually occurs. The non-taxo-

nomic relation hatUnmittelbaresRisikoIst shows that this vulnerability risk has actually 

occurred. It connects the individual BeschreibungWindowsServer2019 with the individ-

ual Sicherheitslücke. The individual SollIstAbweichungWindowsServer2019 deals with 

the actual deviations in such a way that non-taxonomic relations lead from the individual 

to the real assets actually used (here RedHatLinuxServer9 and BullSequana_xh30000), 

and an explanation of the deviation is provided in text form in the attribute hatErläuter 

ungDerAbweichung. Figure 91 below illustrates the section of the aforementioned rela-

tionships. 

 

Figure 91: Requirements of a “Windows Server 2019” 

The case solution can be constructed in two ways. The first option is to proceed analo-

gously to the project description. Here, instead of the non-taxonomic relation betrifftPro 

jekttypPlan, which links the individuals Fallbeschreibung and NeuausrichtungEinsatz 

führungssystem (from the class SicherheitskritischesITProjekt), the non-taxonomic re-

lation betrifftProjekttypIst is used. This construction allows access to all linguistic 

means of expression that are also possible in the project description. A second option is 
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to refer directly to the real assets, risks, and deviation descriptions actually used, as has 

been done in this case, for example, using local individuals designed only in jCORA. 

Figure 92 below shows an example of how the non-taxonomic relation hatVerwendetes 

Realgut is used to refer to the real goods actually used and how the non-taxonomic re-

lation hatTechnischeAnforderungAbweichung is used to refer to the deviations in the 

technical requirements. An analogous procedure is also possible using other relations, 

e.g., to address the actual project members or project management methods. 

 

Figure 92: Exemplary case solution for the deviation from the  

“Windows Server 2019” requirement 

 

3.3.2.3 Case 2: Setting up a cooperative control center 

The following case has the case ID “Kooperative Leitstelle”. It is an example of a case 

in which an award procedure (expressed by the individual Ausschreibung_Aufbau_ 

Kooperative_Leitstelle) required the delivery of an operations control system to be used 

by both the police and the fire department. Figure 93 below illustrates the entire case 

graph. 
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Figure 93: Case graph of the case Kooperative Leitstelle 

The service description, expressed as the individual LeistungsbeschreibungKoopera 

tiveLeitstelle, describes a requirement for situation management, expressed as the indi-

vidual Einsatzlagemangement. Both the state police directorate and the fire department 

have an influence on the requirement, as both are potential users of this system. The 

individuals Landespolizeidirektion and Feuerwehr therefore have an attribute hatDirek 

tenBezugZuPotentiellemNutzer, which is set to ja. This requirement is to be imple-

mented using standard software, which is expressed by the individual ArcGISForServer 

Advanced. This software is operated on a DellPowerEdge hardware, which is expressed 
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by the individual DellPowerEdge. This hardware is operated in the productive environ-

ment of the fire department (ProduktivumgebungFeuerwehr) and accesses freely avail-

able geodata called Open Street Maps (OpenStreetMapDaten). The command and con-

trol system (EinsatzleitsystemDerPolizeiUndFeuerwehr) is operated on two productive 

environments, one for the police and one for the fire department. Both the police and 

the fire department access the software. However, this is only made available on the 

hardware in the productive environment of the fire brigade, to which the police also 

have access. This requirement for situation management harbors the planned risk that 

user acceptance for situation management could be lacking. This risk did not materialize 

during implementation, although it was planned to involve a stakeholder, namely the 

supervisory authority for police and fire departments (InnenministeriumNRW), in the 

event of problems with user acceptance. Deviations were defined in the project, which 

are expressed by the individual AbweichungKoorperativesEinsatzmanagement. For ex-

ample, it was determined that not all situations have to be handled with joint situation 

management, but that exceptions can also be defined. An internal note, expressed by the 

attribute hatInternenVermerk, which has been given the data type String, describes what 

has contributed to the compromise—namely that a change management procedure has 

been applied. The attribute hatInternenVermerk is an example of how, although many 

contexts can be expressed by non-taxonomic relations, in practice many small notes are 

of great importance because they contain reusable experience-based knowledge. This 

field, which has a string data type, can be analyzed later—e.g., to calculate similarities 

of string values using specific similarity functions. The later implemented similarity 

function for string values can be used for this purpose. 
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Figure 94 below illustrates the aforementioned situation using a case graph. 

 

Figure 94: Requirements for joint situation management 

The case evaluation has non-taxonomic relations, such as hatBewertungFunktionale 

Anforderung, which can access the assessment’s individuals. This modeling allows di-

rect access to the valuation knowledge of the described requirements. The case solution 

directly accesses the knowledge components that have contributed to the specific case 

solution, such as the actual stakeholders, project members, real assets, and deviations 

between the target and actual values of the described requirements.  
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Figure 95 below illustrates the above explanations. 

 

Figure 95: Exemplary excerpt of the case solution and the case evaluation 

 

3.3.2.4 Case 3: Creation of a central database for investigations 

The following case has the case ID “Aufbau einer zentralen Datenbank für Ermittlun-

gen” and is an example of a case in which the delivery of a central database for investi-

gation procedures, which is to be used by the police in all federal states, was requested 

in an award procedure (expressed by the individual AusschreibungZentraleDatenbank).  

Figure 96 below illustrates the entire case graph. 
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Figure 96: Case zentrale Datenbank für Ermittlungsverfahren 
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The case shows, for example, that there is a procurement risk in the award procedure in 

the form of a feared breach of procurement law, as price alone decided the procedure’s 

outcome. This could be considered a breach of public procurement law, as it could po-

tentially neglect quality, innovation, and the principle of selecting the best in a cost-

effective manner. Inferior services and a distorting effect on competition may result, 

which a bidder could challenge. 

The award criterion is expressed by the individual Preis. The non-taxonomic relation-

ship hatZuschlagskriterium links the individual AusschreibungZentraleDatenbank with 

the individual Preis. To reduce the risk of a breach of public procurement law, a measure 

has been implemented that is expressed by the individual EinbindungAnwaltskanzlei. 

This measure represents that an external procurement lawyer, expressed by the individ-

ual KanzleiReuterGmbH, is consulted in order to reduce the procurement risk. Further-

more, the case is that the same person is involved in the award procedure as in the pro-

ject. Thus, the individual BidteamITConsultingAG is linked to the individual Christian_ 

Mustermann with the non-taxonomic relation bestehtAusMitarbeiter as well as the indi-

vidual ProjektteamITConsultingAG. This connection is interesting insofar as people 

who are involved in the award procedure and also in the later project have a lower loss 

of knowledge than people who only join the project later, because the first-mentioned 

people are involved in the project from the start. It would be conceivable to design a 

SWRL rule in such a way that the continuous presence of a person from the award pro-

cedure can also represent a success factor in the project’s later course. 

Another fact worth mentioning in this case is the dependency of the customer’s overall 

project manager. The customer’s overall project manager is motivated by the fact that 

successful project completion can lead to a promotion to Ministerial Director. This is 

expressed by the individual AufstiegZuMinisterialdirigent. For this purpose, the indi-

vidual Hans_Mustermann, which represents the overall project manager, is linked to the 

individual AufstiegZuMinisterialdirigent via the non-taxonomic relation hatAbhängig 

keitstyp. This promotion is influenced by the individual Bundeskanzleramt. The individ-

ual ZentraleDatenbank, which represents the safety-critical IT project, is connected to 

the individual Bundeskanzleramt via a non-taxonomic relation hatStakeholder. The 

value nein for the attribute hatNegativenEinfluss from the individual AufstiegZuMinis 

terialdirigent expresses that this dependency type has no negative influence on the pro-

ject. The attribute hatAbhängigkeitstypErläuterung contains an explanation of the de-

pendency. The data type is String, so that entire sentences can be formulated to explain 

the dependency.  
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Figure 97: Presentation of the project team 

In addition, the case represents a request for a person determination, which is expressed 

by the individual Personenermittlung of the same name. The attribute hatBeschreibung, 

which is of the data type String, describes the request from the service description. The 

attribute hatAngebotstext, also of the data type String, contains the specific offer text for 

this request. The individual Polizeidienstvorschrift, which is also expressed by the po-

lice service regulation of the same name, has an influence on the individual Personen 

ermittlung. There also exists an individual BeteiligungDerPolitik that influences the 

Personenermittlung, which is linked to the individual Personenermittlung via the non-

taxonomic relation hatBeschreibungFunktionaleAnforderung. This expresses the fact 

that this project has a failure factor due to a lack of political support, which has a con-

crete effect on the requirement Personenermittlung. At this point, it becomes clear that 

a clear distinction between risks and failure factors represents a challenge. Failure fac-

tors are potential causes for the occurrence of risks that can impair a project’s success, 

or even lead to its failure. One such example is the lack of political support; others in-

clude a lack of resources and inadequate planning. 

The implementation of the requirement Personenermittlung is to be carried out by the 

real assets PostgresSQL and LenovoThinkSystem. An individual Zugriffsprotokollie 

rung, which documents the logging of accesses, relates to the real asset PostgresSQL. 
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In the original planning, only the risk that a change in the law would have an impact on 

the requirement to identify persons was identified. This risk is expressed by the individ-

ual Datenschutzänderung. A non-taxonomic relation hatMittelbaresRisikoPlan links the 

individual Personenermittlung with the individual Datenschutzänderung. As a measure, 

the involvement of an external procurement lawyer is planned, which has already taken 

place in the procurement procedure due to the procurement risk. However, the actual 

risk was a technological development, which is expressed with the individual Techno 

logieWechselCloud. As a result, new personnel had to be involved. The newly integrated 

person is expressed by the Max_Expert individual. Figure 98 below illustrates the points 

explained above using a case graph. 

 

Figure 98: Presentation of a requirement, a risk, and a failure factor 

 

3.3.3 Similarity calculations 

3.3.3.1 Calculation basis of the CBR tool jCORA 

The similarity calculations of the CBR tool jCORA are based on the similarity algorithm 

developed by BEIßEL (2011), pp. 159–173, for ontology-based CBR systems. However, 

this similarity algorithm suffered from some “technical” limitations; cf. BERGENRODT/ 

KOWALSKI/ZELEWSKI (2015), pp. 479–480. As a result, the algorithm developed by 

BEIßEL, cannot be used in a general way to calculate similarity in ontology-based CBR 
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systems. This algorithm was therefore further developed in BERGENRODT/KOWALSKI/ 

ZELEWSKI (2015), pp. 492–511, for the purpose of general applicability and implemen-

ted in the CBR tool jCORA. The following explanations refer to this further-developed 

similarity algorithm. 

An ontology’s taxonomy is an important starting point for the calculation of similarity 

in the context of ontology-supported case-based reasoning. The directed paths in an on-

tology graph, which reflect the taxonomic subsumption relationships between the ontol-

ogy’s classes, as well as the length of these paths make it possible to calculate the sim-

ilarity using auxiliary functions from graph theory. In addition, the attributes of a class 

and the non-taxonomic relations between the classes also play an important role in the 

similarity calculation. We explain these relationships in more detail below using the 

central constructs of class similarities (or, understood here synonymously, concept sim-

ilarities), and partial and complete similarities.  

Class similarity describes the similarity of two classes 𝑘𝑎 , 𝑘𝑏, that belong to the same 

ontology 𝑂. Class similarity is calculated by combining two calculations: 

• calculation of the semantic distances between the classes in the graph of the on-

tology (ontology graph) and 

• calculation of the similarities between class properties, which include the attrib-

utes of a class on the one hand and the relations in which a class participates on 

the other. 

We will first explain the calculation of semantic distances. This requires the following 

two auxiliary functions, which are based on graph theory. In both cases, they refer to 

any two nodes of the ontology graph, each of which represents a class. These two aux-

iliary functions determine: 

• the Least Common Subsumer (LCS) as the “lowest” node, which in the ontology 

graph is jointly superior to two nodes under consideration, and 

• the length of the path between two considered nodes in the ontology graph. 

For two classes 𝑘𝑎 , 𝑘𝑏 that belong to the ontology graph of an ontology, the auxiliary 

function lcs determines the class 𝑘𝑙𝑐𝑠 that fulfills both the subsumption property and the 

minimality property of the Least Common Subsumer class. Put simply, the auxiliary 

function lcs uses 𝑙𝑐𝑠ሺ𝑘𝑎 , 𝑘𝑏ሻ to calculate the class 𝑘𝑙𝑐𝑠 (LCS class) that firstly represents 

a superclass of the classes 𝑘𝑎and 𝑘𝑏 and secondly has the lowest possible position in the 

ontology graph of the ontology. The following applies here: 

 𝑙𝑐𝑠ሺ𝑘𝑎 , 𝑘𝑏ሻ = 𝑘𝑙𝑐𝑠 (1) 
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The auxiliary function pfad determines for two classes 𝑘𝑎 𝑎𝑛𝑑 𝑘𝑏 the smallest possible 

set of classes via which class 𝑘𝑏can be reached in the ontology graph from class 𝑘𝑎 on 

a connected path with edges directed in the same direction. This auxiliary function can 

be understood as the minimum path length between the classes 𝑘𝑎  𝑎𝑛𝑑 𝑘𝑏 in the ontol-

ogy graph, which enumerates those classes that are traversed on the path with minimum 

path length. The classes 𝑘𝑎 𝑎𝑛𝑑 𝑘𝑏 are counted at the beginning and end of the path in 

the ontology graph. The following applies: 

 𝑝𝑓𝑎𝑑ሺ𝑘𝑎, 𝑘𝑏ሻ = {𝑘𝑎 , 𝑘𝑛, 𝑘𝑚, … , 𝑘𝑏}  (2) 

With the help of the auxiliary functions lcs and pfad, the function dist is calculated as 

the semantic distance between two classes. The dist function determines the semantic 

distance as the maximum length of the two paths of minimum length that extend be-

tween the two classes 𝑘𝑎 , 𝑘𝑏, which are to be compared in terms of their similarity, and 

the jointly superordinate LCS class 𝑘𝑙𝑐𝑠. The semantic distance can be calculated as a 

combination of formulas (1) and (2):  

 𝑑𝑖𝑠𝑡ሺ𝑘𝑎, 𝑘𝑏ሻ = 𝑚𝑎𝑥 ሺห𝑝𝑓𝑎𝑑൫𝑘𝑎, 𝑙𝑐𝑠ሺ𝑘𝑎 , 𝑘𝑏ሻ൯ห, ห𝑝𝑓𝑎𝑑൫𝑘𝑏 , 𝑙𝑐𝑠ሺ𝑘𝑎 , 𝑘𝑏ሻ൯หሻ (3) 

The second factor influencing the calculation of class similarity is the similarity between 

two classes 𝑘𝑎𝑎𝑛𝑑𝑘𝑏 in terms of their class properties—i.e., their attributes and their 

non-taxonomic relations. To do this, the class properties of a class are first determined. 

This is done using the auxiliary function 𝐾𝐸(𝑘𝑎ሻ, which is applied here to class 𝑘𝑎 as 

an example: 

 𝐾𝐸ሺ𝑘𝑎ሻ = {𝐾𝐸1, 𝐾𝐸2 … . } (4) 

The set 𝐾𝐸(𝑘𝑎) of class properties of a class 𝑘𝑎 indicates which properties are either 

defined as properties of class 𝑘𝑎 by explicit specifications or are indirectly “inherited” 

by this class through the superclasses of class 𝑘𝑎 in the sense of object-oriented system 

design. Using the class properties, the similarity 𝑠𝑖𝑚𝑘𝑒ሺ𝑘𝑎 , 𝑘𝑏ሻ of two classes 𝑘𝑎𝑎𝑛𝑑𝑘𝑏 

can be calculated with regard to their properties as follows: 

 𝑠𝑖𝑚𝑘𝑒ሺ𝑘𝑎 , 𝑘𝑏ሻ = ቐ 0.0 if 𝐾𝐸ሺ𝑘𝑎ሻ ∪ 𝐾𝐸ሺ𝑘𝑏ሻ = ∅ȁ𝐾𝐸ሺ𝑘𝑎ሻ∩𝐾𝐸ሺ𝑘𝑏ሻȁȁ𝐾𝐸ሺ𝑘𝑎ሻ∪𝐾𝐸ሺ𝑘𝑏ሻȁ if 𝐾𝐸ሺ𝑘𝑎ሻ ∪ 𝐾𝐸ሺ𝑘𝑏ሻ ≠ ∅ (5) 

The similarity of two classes with regard to their class properties is therefore calculated 

by dividing the number of common class properties found in the intersection by the 

number of all class properties of the two classes to be compared. However, if both sets 

of class properties are empty, the similarity with regard to the class properties assumes 
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the value 0.0, because it seems pointless to speak of a (positive) similarity with regard 

to class properties if there are no class properties at all. 

By combining the semantic distance with the calculation of the similarity with regard to 

the class properties, the class similarity 𝑘𝑠𝑖𝑚ሺ𝑘𝑎 , 𝑘𝑏ሻ between two classes 𝑘𝑎 𝑎𝑛𝑑 𝑘𝑏 

can finally be calculated. To do this, the semantic distance between the two classes 𝑘𝑎 𝑎𝑛𝑑 𝑘𝑏 is first calculated. The semantic distance’s reciprocal value is used to deter-

mine the similarity of the two classes on the basis of their semantic distance in the un-

derlying ontology. Subsequently, the similarity of the two classes 𝑘𝑎 𝑎𝑛𝑑 𝑘𝑏 is deter-

mined with regard to the matching class properties. The following formula (6) shows 

the determination of the class similarity by combining formula (3) for the semantic dis-

tance with formula (5) for the calculation of the similarity with regard to the class prop-

erties: 

 𝑘𝑠𝑖𝑚ሺ𝑘𝑎 , 𝑘𝑏ሻ (6) 

= ۔ۖەۖ
ۓ 1.0 if 𝑘𝑎 = 𝑘𝑏1𝑑𝑖𝑠𝑡ሺ𝑘𝑎 , 𝑘𝑏ሻ ∗ ȁ𝐾𝐸ሺ𝑘𝑎ሻ ∩ 𝐾𝐸ሺ𝑘𝑏ሻȁȁ𝐾𝐸ሺ𝑘𝑎ሻ ∪ 𝐾𝐸ሺ𝑘𝑏ሻȁ if 𝑘𝑎 = 𝑘𝑏 and 𝐾𝐸ሺ𝑘𝑎ሻ ∪ 𝐾𝐸ሺ𝑘𝑏ሻ ≠ ∅0.0 if 𝐾𝐸ሺ𝑘𝑎ሻ ∪ 𝐾𝐸ሺ𝑘𝑏ሻ ≠ ∅  

Individual similarity is a similarity calculation in which the class similarity is first com-

bined with the similarity of the properties defined for the individuals. The result is re-

ferred to as partial individual similarity. It later serves as the basis for calculating the 

complete individual similarity. 

Similarity types, which define how the similarity between two individuals of the same 

similarity type is determined, are used to calculate the individual similarity. For each 

similarity type—represented by the parameter n— there is usually a specific similarity 

function 𝑠𝑖𝑚𝑛ሺ… ሻ. There may be rare cases where no suitable specific similarity func-

tion has been specified for a similarity type. There are several options for this special 

case. For example, the similarity value 0 (for “completely dissimilar”) can be assumed 

if no specific similarity function exists for the similarity type. However, we do not con-

sider this situation in the following analysis. It should be emphasized that specific sim-

ilarity functions play an important role for the similarity calculation and that the availa-

bility of such a function specified for a certain similarity type proves to be essential, as 

otherwise no similarities between individuals with this similarity type can be calculated. 

In the following, we assume assumed that for each individual property there is exactly 

one similarity type that has exactly one specific similarity function. Therefore, we as-

sume a 1:1:1 cardinality for the individual properties, similarity types, and similarity 
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functions. Specific similarity functions are implemented later in an exemplary manner. 

We examine the simStringBOS function for determining the similarity of words in more 

detail.  

A specific similarity function 𝑠𝑖𝑚𝑛ሺ𝑖𝑒; 𝑎; 𝑏ሻ determines the similarity between the val-

ues (attribute or relation values) a and b of an individual property ie that belongs to the 

similarity type n. 

Based on BERGENRODT/KOWALSKI/ZELEWSKI (2015), p. 502, DIVARI (2011), p. 25, 

STAAB (2011), p. 12, EL JERROUDI (2010), pp. 40–41, and RICHTER (2008), pp. 29–30, 

the following functional properties apply for each specific similarity function 𝑠𝑖𝑚𝑛ሺ𝑖𝑒; 𝑎; 𝑏ሻ: 

Reflexivity:  𝑠𝑖𝑚𝑛ሺ𝑖𝑒; 𝑎; 𝑎ሻ = 1 

Symmetry:  𝑠𝑖𝑚𝑛ሺ𝑖𝑒; 𝑎; 𝑏ሻ = 𝑠𝑖𝑚𝑛ሺ𝑖𝑒; 𝑏; 𝑎ሻ 

Normalization:  𝑠𝑖𝑚𝑛ሺ𝑖𝑒; 𝑎; 𝑏ሻ ∈ [0; 1] 
The calculation of both the partial individual similarity and the complete individual sim-

ilarity, require several symbols for variables, auxiliary functions, and parameters, as de-

scribed in the following Table 55. 
 

Symbol Description 

𝑖𝑎 The variable 𝑖𝑎 denotes an individual.  𝐼𝐸ሺ𝑖𝑎ሻ The auxiliary function IE determines the set 𝐼𝐸ሺ𝑖𝑎ሻ of all properties 

of the individual 𝑖𝑎.  𝑛 The parameter 𝑛 represents a similarity type for which a specific 

similarity function 𝑠𝑖𝑚𝑛ሺ… ሻ exists.  𝐼𝐸ሺ𝑖𝑎, 𝑛ሻ The auxiliary function IE determines the set 𝐼𝐸ሺ𝑖𝑎, 𝑛ሻ of all proper-

ties of the individual 𝑖𝑎 which have the same similarity type 𝑛 with 

the specific similarity function 𝑠𝑖𝑚𝑛ሺ… ሻ. 

𝐷 The symbol D defines the set of all similarity types 𝑛. Therefore 𝑛 ∈ 𝐷 applies.  𝑖𝑒 The variable 𝑖𝑒 describes a property of an individual. The individual 

property can be a relation or an attribute.  
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𝑤𝑖𝑒 The variable 𝑤𝑖𝑒 specifies the weighting of the individual property 𝑖𝑒.  𝑤𝑒𝑟𝑡ሺ𝑖𝑎, 𝑖𝑒ሻ The auxiliary function 𝑤𝑒𝑟𝑡 determines for the individual property 𝑖𝑒 the set 𝑤𝑒𝑟𝑡ሺ𝑖𝑎, 𝑖𝑒ሻ of values that are assigned to the individual 𝑖𝑎 in relation to this individual property.  𝐼𝐸 The set 𝐼𝐸 defines the set of all individual properties 𝑖𝑒.  𝐼𝐸𝑛ሺ𝑖𝑎, 𝑖𝑏ሻ The set 𝐼𝐸𝑛 contains all similarity-relevant individual properties of 

the similarity type 𝑛 that are assigned to both individuals 𝑖𝑎 and 𝑖𝑏 

together.  𝐾ሺ𝑖𝑎ሻ The auxiliary function 𝐾 determines the class 𝐾ሺ𝑖𝑎ሻ  

of the individual 𝑖𝑎.  
Table 55: Variables, auxiliary functions, and parameters  

for calculating individual similarities 

Based on the variables, auxiliary functions, and parameters explained in Table 55, the 

partial individual similarity can first be determined. For this purpose, all their common 

individual properties of similarity type n are determined for the individuals 𝑖𝑎and 𝑖𝑏 to 

be compared: 

 𝐼𝐸𝑛ሺ𝑖𝑎 , 𝑖𝑏ሻ = {𝐼𝐸ሺ𝑖𝑎 , 𝑛ሻ ∩ 𝐼𝐸ሺ𝑖𝑏 , 𝑛ሻ} with 𝑛 ∈ 𝐷 (7) 

If 𝐼𝐸𝑛ሺ𝑖𝑎 , 𝑖𝑏ሻ = ∅ applies to this set of common individual properties, the individual 

similarity with regard to the similarity type 𝑛 is equal to 0. 

The similarity between two individuals 𝑖𝑎 and 𝑖𝑏 is calculated with respect to all simi-

larity types n and all common individual properties using the following property-based 

partial similarity function 𝑒𝑠𝑖𝑚ሺ𝑖𝑎 , 𝑖𝑏ሻ: 

 𝑒𝑠𝑖𝑚ሺ𝑖𝑎 , 𝑖𝑏ሻ (8) 

=  ൞  𝑤𝑖𝑒 ∗ ℎሺ𝑛, 𝑖𝑒, 𝑎, 𝑏ሻ𝑖𝑒∈ሺ𝐼𝐸ሺ𝑖𝑎,𝑛ሻ∩𝐼𝐸ሺ𝑖𝑏,𝑛ሻሻ if  ൫𝐼𝐸ሺ𝑖𝑎 , 𝑛ሻ ∩ 𝐼𝐸ሺ𝑖𝑏 , 𝑛ሻ൯ ≠ ∅   0 if  ൫𝐼𝐸ሺ𝑖𝑎 , 𝑛ሻ ∩ 𝐼𝐸ሺ𝑖𝑏 , 𝑛ሻ൯ = ∅
𝐷

𝑛=1  
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with:  ℎሺ𝑛, 𝑖𝑒, 𝑎, 𝑏ሻ 

= σ ቌ 𝑚𝑎𝑥ถ𝑏∈𝑤𝑒𝑟𝑡ሺ𝑖𝑏,𝑖𝑒ሻ 𝑠𝑖𝑚𝑛ሺ𝑖𝑒, 𝑎, 𝑏ሻቍ + σ ቌ 𝑚𝑎𝑥ถ𝑎∈𝑤𝑒𝑟𝑡ሺ𝑖𝑎,𝑖𝑒ሻ 𝑠𝑖𝑚𝑛ሺ𝑖𝑒, 𝑏, 𝑎ሻቍ𝑏∈𝑤𝑒𝑟𝑡ሺ𝑖𝑏,𝑖𝑒ሻ𝑎∈𝑤𝑒𝑟𝑡ሺ𝑖𝑎,𝑖𝑒ሻ ȁ𝑤𝑒𝑟𝑡ሺ𝑖𝑎, 𝑖𝑒ሻȁ + ȁ𝑤𝑒𝑟𝑡ሺ𝑖𝑏, 𝑖𝑒ሻȁ  

According to formula 8, for each similarity type n and for each associated individual 

property 𝑖𝑒  from the set 𝐼𝐸𝑛 , the maximum similarity 𝑠𝑖𝑚𝑛ሺ𝑖𝑒, 𝑎, 𝑏ሻ with respect to 

each element 𝑎 from the set 𝑤𝑒𝑟𝑡ሺ𝑖𝑎 , 𝑖𝑒ሻ of values of the individual property 𝑖𝑒 defined 

for the individual 𝑖𝑎  is determined on the one hand for each element 𝑏 from the set 𝑤𝑒𝑟𝑡ሺ𝑖𝑏 , 𝑖𝑒ሻ of values of the individual property 𝑖𝑒 defined for the individual 𝑖𝑏 using 

the specific similarity function 𝑠𝑖𝑚𝑛 of the type 𝑛.  

On the other hand, for each element 𝑏 from the set 𝑤𝑒𝑟𝑡ሺ𝑖𝑏 , 𝑖𝑒ሻ of values of the individ-

ual property 𝑖𝑒  defined for the individual 𝑖𝑏 , the maximum similarity 𝑠𝑖𝑚𝑛ሺ𝑖𝑒, 𝑏, 𝑎ሻ 

with respect to each element 𝑎 from the set 𝑤𝑒𝑟𝑡ሺ𝑖𝑎 , 𝑖𝑒ሻ of values of the individual 

property 𝑖𝑒 defined for the individual 𝑖𝑎 is also determined using the specific similarity 

function 𝑠𝑖𝑚𝑛 of the type 𝑛.  

Put simply, each value 𝑎 of the individual property 𝑖𝑒 for the individual 𝑖𝑎 is compared 

sequentially with the values 𝑏 of the individual property 𝑖𝑒 for the individual 𝑖𝑏. The 

maximum similarity value is selected according to the values 𝑠𝑖𝑚𝑛ሺ𝑖𝑒, 𝑎, 𝑏ሻ of the spe-

cific similarity functions 𝑠𝑖𝑚𝑛 for the similarity types 𝑛.  

The procedure then proceeds in the same way by swapping the individuals 𝑖𝑎 and 𝑖𝑏. 

The sums determined for all values 𝑎 and 𝑏 of the individual property 𝑖𝑒 are divided by 

the numbers of all individual property values 𝑎 and 𝑏 from the sets 𝑤𝑒𝑟𝑡ሺ𝑖𝑎 , 𝑖𝑒ሻ and 𝑤𝑒𝑟𝑡ሺ𝑖𝑏 , 𝑖𝑒ሻ respectively; cf. BERGENRODT/KOWALSKI/ZELEWSKI (2015), p. 505. By 

normalizing the previously calculated sums, an average similarity is determined for each 

individual property 𝑖𝑒 and then multiplied by the weight 𝑤𝑖𝑒 that the individual property 𝑖𝑒 has from the perspective of the users of the CBR tool jCORA.  

Using the partial individual similarity explained above and the class similarity presented 

earlier, the individual similarity can be calculated for two individuals 𝑖𝑎 and 𝑖𝑏 com-

pletely. The complete individual similarity for two individuals 𝑖𝑎 and 𝑖𝑏 can be deter-

mined using the function 𝑖𝑠𝑖𝑚 by multiplicatively linking the two similarity calculations 

already presented with regard to class similarity and partial individual similarity. In ad-

dition, the partial individual similarity is normalized by the sum of the weights of all 

properties 𝑖𝑒 of the individuals 𝑖𝑎 and 𝑖𝑏. Therefore, for the function 𝑖𝑠𝑖𝑚 of complete 
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individual similarity for the normal case, the sets of individual properties for the two 

compared individuals 𝑖𝑎  and 𝑖𝑏 are not empty and both individuals 𝑖𝑎  and 𝑖𝑏 have at 

least one common individual property: 

 𝑖𝑠𝑖𝑚ሺ𝑖𝑎 , 𝑖𝑏ሻ = 𝑘𝑠𝑖𝑚൫𝐾ሺ𝑖𝑎ሻ, 𝐾ሺ𝑖𝑏ሻ൯ ∗ 𝑒𝑠𝑖𝑚ሺ𝑖𝑎,𝑖𝑏ሻσ 𝑤𝑖𝑒𝑖𝑒∈ቀ𝐼𝐸ሺ𝑖𝑎ሻ∪𝐼𝐸൫𝑖𝑏൯ቁ  (9) 

 if 𝐼𝐸ሺ𝑖𝑎ሻ ≠ ∅ and 𝐼𝐸ሺ𝑖𝑏ሻ ≠ ∅ and 𝐼𝐸ሺ𝑖𝑎ሻ ∪ 𝐼𝐸ሺ𝑖𝑏ሻ ≠ ∅  

Two special cases must be taken into account when calculating individual similarity.  

The first special case occurs if no individual properties are defined for the two individ-

uals 𝑖𝑎 and 𝑖𝑏. The union of both individual property sets 𝐼𝐸ሺ𝑖𝑎ሻ and 𝐼𝐸ሺ𝑖𝑏ሻ would then 

be empty. Here, the normalized partial similarity between the individuals 𝑖𝑎and 𝑖𝑏—i.e., 

the second factor in the product of formula 9—is set to the value 1: 

 𝑖𝑠𝑖𝑚ሺ𝑖𝑎, 𝑖𝑏ሻ = ቊ𝑘𝑠𝑖𝑚ሺ𝐾ሺ𝑖𝑎ሻ, 𝐾ሺ𝑖𝑏ሻሻ ∗ 1 = 𝑘𝑠𝑖𝑚ሺ𝐾ሺ𝑖𝑎ሻ, 𝐾ሺ𝑖𝑏ሻሻif 𝐼𝐸ሺ𝑖𝑎ሻ ∪ 𝐼𝐸ሺ𝑖𝑏ሻ = ∅  (10) 

The second special case occurs if the union of the two individual sets 𝐼𝐸ሺ𝑖𝑎ሻ and 𝐼𝐸ሺ𝑖𝑏ሻ 

is not empty, but no individual properties are defined for one of the two individuals 𝑖𝑎 

or 𝑖𝑏. Here, the normalized partial similarity between the individuals 𝑖𝑎 and 𝑖𝑏—i.e., the 

second factor in the product of formula 9— is set to the value 0: 

𝑖𝑠𝑖𝑚ሺ𝑖𝑎, 𝑖𝑏ሻ = ቊ 𝑘𝑠𝑖𝑚ሺ𝐾ሺ𝑖𝑎ሻ, 𝐾ሺ𝑖𝑏ሻሻ ∗ 0 = 0if 𝐼𝐸ሺ𝑖𝑎ሻ ∪ 𝐼𝐸ሺ𝑖𝑏ሻ ≠ ∅ and ሺ𝐼𝐸ሺ𝑖𝑎ሻ = ∅ or 𝐼𝐸ሺ𝑖𝑏ሻ = ∅ሻ (11) 

 

3.3.3.2 Exemplary similarity calculation using the CBR tool jCORA 

As an example, we perform a “manual” similarity calculation for the two projects Regio 

nalleitstellenverbundSchleswigHolstein and KooperativeLeitstelleBerlin. As individu-

als, these two projects belong to the classes SicherheitskritischesITProjekt and Vergabe 

verfahren from the safety-critical IT project ontology. The similarity calculation is 

therefore—as is usual with ontology-supported CBR systems—primarily located at the 

ontology’s individual level, including the individual properties, but also uses its classes 

with their class properties. 
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We consider the following simplified excerpt from the safety-critical IT project ontol-

ogy in order to be able to carry out the similarity calculation clearly.  

 

Figure 99: Excerpt from the safety-critical IT project ontology 

The four individual properties of each of the three individuals in Figure 99 above can 

be seen in Figure 100 below. The specific values of the individual properties are also 

displayed.  

 

Figure 100: Representation of the values of the individual properties 

The calculations for the two individuals (projects) RegionalleitstellenverbundSchles-

wigHolstein and KooperativeLeitstelleBerlin proceed in the following order: class sim-

ilarity (𝑘𝑠𝑖𝑚), partial individual similarity (𝑒𝑠𝑖𝑚), and finally complete individual sim-

ilarity (𝑖𝑠𝑖𝑚). 
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The results of the similarity calculations using the CBR tool jCORA based on the three 

cases presented in sections 3.3.2.2 to 3.3.2.4 are presented below. They concern Case 1, 

Neuausrichtung_eines_Einsatzführungssystems_der_Polizei, Case 2, Aufbau_Koopera 

tive_Leitstelle, and Case 3, Aufbau_einer_zentralen_Datenbank_für_Ermittlungen. As 

we have already explained the similarity algorithm in detail in chapter 3.3.3.1, we do 

not do so again below. 

The similarity calculations are based on Case 2, Aufbau_Kooperative_Leitstelle. They 

take 1 minute and 13 seconds. If three cases that do not include the entire case know-

ledge of the respective project concerned already require calculations over a minute, it 

can be assumed that the runtime will increase significantly with complete case know-

ledge and significantly more than three cases in the case base. In operational practice, 

this could lead to a loss of acceptance of the CBR tool jCORA. 

The result in relation to Case 2, Aufbau_Kooperative_Leitstelle, is as follows: 

 

Figure 101: Similarity calculation for Cases 1 to 3 using jCORA 

As jCORA lacks specific similarity functions, the calculated similarity values must be 

assessed critically. However, the calculated similarity values provide an initial estimate 

of the similarity between the three safety-critical IT projects. 

It is true that the security-critical IT projects Aufbau_Kooperative_Leitstelle (Case 2) 

and Neuausrichtung_eines_Einsatzführungssystems_der_Polizei (Case 1) are classified 

as more similar than the security-critical IT projects Aufbau_Kooperative_Leitstelle 

(Case 2) and Aufbau_einer_zentralen_Datenbank_für_Ermittlungen (Case 3). 

The similarity between Case 2 and Case 1 is given as 36%. The similarity value is jus-

tified by the fact that Case 2 and Case 1 both provide for incident command and control 

systems as a delivery item, and that they have similar requirements and award proce-

dures. However, Case 2 involves pursuing a cooperative approach between the police 

and fire department, whereas in Case 1 the system is used exclusively by the police. The 

assessment that the two cases are not very similar therefore seems plausible. 
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The similarity between Case 2 and Case 3 is given as 29%, which is also plausible, as 

both the project management method and the basic structure of the award procedure 

show similarities. A certain similarity can also be assumed here, but not to the same 

extent as between Case 2 and Case 1, for which the similarity is calculated at 36%. 

Even if the similarity values can be regarded as tendentiously correct, the concrete sim-

ilarity values of 36% and 29% appear to be too low. This could stem from various rea-

sons, such as the incomplete case presentation: The cases presented may not contain all 

relevant case knowledge, which could lead to reduced similarity scores as some simi-

larities were not captured. In addition, we weighted all individual properties equally. 

We did so because we discuss the similarity calculation in the following sections, and 

equal weighting provides a robust basis to enable comparisons between cases, ensuring 

the comparability of cases regardless of their specific individual properties. While this 

facilitates the interpretation and communication of results, it does not adequately reflect 

reality. We have deliberately accepted this discrepancy, as our main focus remains the 

fundamental feasibility of a similarity calculation using the CBR tool jCORA. 
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4 Design of an ontology-supported case-based reasoning system 
as a cloud-native application 

4.1 Preliminary remarks on the system design  

We present a conceptual approach to how an ontology-based CBR system can be im-

plemented in a cloud environment. For this purpose, we implement selected functions 

as serverless functions, using the development environments Cloud9 from Amazon Web 

Service and Google Colab from Google for this purpose. AWS Cloud9 and Google 

Colab are cloud-based integrated development environments that make it possible to 

write, execute, and debug the code exclusively in the browser. For a more detailed ex-

planation of the Cloud9 development environment, please refer to AMAZON WEB SER-

VICES, INC. (2022b); for an explanation of the Google Colab development environment, 

please refer to GOOGLE (2022). 

In principle, various approaches are available for providing software (“application”) 
such as the CBR tool jCORA in a cloud environment. The most common approaches 

for transferring existing monolithic applications consist of transferring an application to 

the cloud (cloud-enabling) or developing and deploying it from scratch in a cloud 

(cloud-native); cf. GONIWADA (2022), pp. 17–26; HENNEBERGER (2016), pp. 12–13.  

If the existing application is only transferred to the cloud, the technological limitations 

of the monolithic software structure can often not be resolved or only partially resolved. 

Furthermore, technological developments can only be used to a limited extent, as soft-

ware libraries that are available in the cloud can only be used in a monolithic application 

with a great deal of adaptation. Moreover, the advantages of scalability can also only be 

realized for the entire application and not for individual functions if it is transferred 

exclusively to the cloud. For a more detailed explanation of the advantages of cloud-

native applications compared to cloud-enabling, please refer to GONIWADA (2022), pp. 

19–20. Pure cloud-enabling of an application does not create any added value in terms 

of innovation, deployment speed, and user experience; cf. LÜNENDONK (2021), p. 14. 

The following explanations focus exclusively on the procedure for a new implementa-

tion as a cloud-native application. In the long term, this is the most viable option for 

transferring an application to the cloud in order to be able to utilize the technological 

advances that result from the cloud now, and could in the future; cf. GONIWADA (2022), 

p. 17; HENNEBERGER (2016), p. 13. 

The aim is to overcome the monolithic character of the CBR tool jCORA. Its functions 

are implemented as serverless functions in a cloud environment, meaning they operate 

exclusively in said environment. They can be called up using a web-based user interface. 



182 Design of an ontology-supported case-based reasoning system as a cloud-native application 

 

The following added benefits are to be achieved by designing a cloud-native application 

in addition to breaking up the monolithic application structure: 

• Scalability of the application for the operational application purpose 

• Improving the maintainability of the application through the clear separation 

of the serverless functions and the user interface 

• Increasing user acceptance through a user-friendly user interface 

• Use of freely available AI development libraries 

• Combining the strengths of different cloud environments 

In the following, we describe conceptually how ontology-supported case-based reason-

ing can be implemented as a cloud-native application. However, we have not created a 

full prototype. Instead, the prototypically developed functions and the user interface de-

signed as a click prototype serve to demonstrate the functionality of ontology-supported 

case-based reasoning as a cloud-native application in an exemplary manner (proof of 

concept). Furthermore, the advantages of a cloud-native application are to be demon-

strated by using other AI development libraries. For this purpose, we implement a spe-

cific similarity function as an example, one that uses artificial neural networks to calcu-

late the similarities between string values for individual properties. 

 

4.2 Cloud environments 

Currently, the cloud market for freely accessible cloud environments is essentially dom-

inated by three providers; cf. SYNERGY RESEARCH GROUP (2022). They are also referred 

to as “hyperscalers”. Amazon Web Service (AWS) is the market leader with a 34% 

market share. Microsoft Azure follows with a 21% market share. Google Cloud Plat-

form is in third place with a 10% market share. Together, the three providers account 

for 65% of the global cloud market. Although other smaller providers exist, such as 

Alibaba Cloud and IBM Cloud, we do not discuss them in detail below. 

Cloud environments are significantly transforming current information technology. Ac-

cording to a study by FORTUNE BUSINESS INSIGHTS (2020), the predicted global cloud 

technology market volume amounted to USD 677.95 billion in 2022. The market is ex-

pected to grow to USD 2432.87 billion by 2030. Although the coronavirus pandemic 

accelerated this growth, it is mainly due to increasing digitalization. An important factor 

for potential growth is seen in the integration of artificial intelligence (AI) technologies 

in the cloud. 
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Due to the cloud’s increasing use, the volume of data it holds is also growing rapidly, 

and must be processed using analysis tools; cf. PERTLWIESER (2022), p. 33. AI technol-

ogies support such data analysis. This creates a strong interaction between the cloud and 

AI technologies. Hyperscalers have various publicly usable building blocks of AI tech-

niques, for example in the form of development libraries. Accordingly, researchers are 

paying growing attention to the use of AI techniques in cloud-based developer services, 

which are being examined separately in various studies; cf. PERTLWIESER (2022), p. 33. 

One study that specifically examines the development possibilities of AI techniques in 

the cloud, for example, is the special report GARTNER (2022a) on Cloud AI Developer 

Services. 

Two perspectives are therefore important when considering hyperscalers: In addition to 

the use of a cloud environment, the cloud environments should be accessible for devel-

opments, particularly in the field of AI technologies. 

Amazon Web Service (AWS) was the first cloud provider on the market (existing since 

2006) and is currently the market leader in the cloud sector; cf. BÖGELSACK et al. (2022), 

pp. 8–9. Amazon Web Service offers its cloud on globally distributed data centers (cur-

rently 34 locations), which are represented on all continents except Antarctica; cf AMA-

ZON WEB SERVICES, INC. (2022e). Amazon Web Services is a subsidiary of Amazon 

and the company’s most profitable business division. The cloud environment now gen-

erates more than half of the company’s operating profit; cf. AMAZON (2022), pp. 64–65. 

In addition to its own services, Amazon Web Service (AWS) offers the option of offer-

ing cloud-native applications developed by customers via the cloud environment on spe-

cial marketplaces and thus making them available to other cloud users. Some of the best-

known customers who offer their services on the basis of Amazon servers include Net-

flix, Disney+, Delivery Hero, LinkedIn, Facebook, and Twitter; cf. AMAZON WEB SER-

VICES, INC. (2022c). 

The Google Cloud Platform (GCP) is part of the Google Cloud, which Google uses to 

provide its own services, such as YouTube and Google Maps; cf. BÖGELSACK et al. 

(2022), p. 13. The Google Cloud Platform has existed since 2008. Similarly to Amazon, 

Google offers access to various Google software products in its cloud environment; cf. 

GOOGLE CLOUD (2022a). The Google Colab development environment is particularly 

important for the development of a cloud-native application using a common program-

ming language. Google offers its cloud environment in globally distributed data centers 

(currently 34 locations), which—with the exception of Africa and Antarctica—are rep-

resented on all continents; cf. GOOGLE CLOUD (2022b). Although Google only entered 

the cloud market after Amazon (AWS) and Microsoft (Azure), it has the strongest 
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growth amongst all cloud providers, at a rate of 46% in the first quarter of 2021; cf. 

REGENFUß/NINK (2022). 

The Google Cloud Platform stands out as the pioneer in the areas of big data and artifi-

cial intelligence. This is based on Google’s history in the field of search engines; cf. 

BÖGELSACK et al. (2022), p. 13; REGENFUß/NINK (2022). In various use cases, the 

Google Cloud Platform is more frequently used in multi-cloud scenarios as a secondary 

provider or as a supplement for specialized solutions; cf. REGENFUß/NINK (2022). In 

addition, unlike other cloud providers, Google has its own high-availability network 

(including submarine cables) with speeds of up to 250 TBit/s, connecting the continents; 

cf. GOOGLE CLOUD (2020). Google’s own network plays a key role in ensuring low 

latency and high redundancy 

Microsoft launched its cloud under the current name “Microsoft Azure” back in 2008. 

Similarly to the two cloud providers mentioned above, Microsoft makes several Mi-

crosoft products available in the cloud; see MICROSOFT (2023b). As a large number of 

companies use Microsoft products, the integration of Microsoft products with cloud ser-

vices is very obvious. Several studies and sources also view this as a strength of Mi-

crosoft’s cloud; cf. BÖGELSACK et al. (2022), p. 11; GARTNER (2022b). Users of Micro-

soft Azure can thus continue to use their existing Microsoft licenses in the Azure Cloud 

or receive a discount if special licensing is necessary. Microsoft provides the Microsoft 

Azure Cloud in various data centers. The data centers are located on all continents ex-

cept Antarctica; cf. MICROSOFT (2023a). 

In principle, the three aforementioned cloud providers offer high availability of their 

cloud environments as well as numerous products for the use of cloud services. To de-

sign an ontology-based CBR system as a cloud-native application, we selected two 

cloud providers in whose cloud environments exemplary serverless functions are being 

developed for use as a cloud-native application. Such a multi-cloud environment offers 

advantages over a single cloud provider. These include in particular:  

• Using the different strengths of the various cloud providers 

• Less dependence on a single cloud provider 

• Higher availability and reliability through redundancies 

This is an example of how the specific strengths of individual cloud providers can be 

utilized in a multi-cloud environment. A similar approach can also be found in KUN-

SCHKE/SPITZ/POHLE (2022), pp. 403–408. 

One cloud provider is selected as the primary provider for the design of ontology-sup-

ported case-based reasoning as a cloud-native application. The second cloud provider 
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serves as a secondary provider. The primary provider implements the majority of the 

serverless functions. The secondary provider implements special serverless functions in 

order to utilize individual advantages of its cloud platform. 

The following criteria are used to select the two cloud providers: 

• Availability of the cloud environment 

• Costs of use 

• Intuitive usability of the cloud 

• Market share in the cloud market 

• Future-proofing of the cloud 

• Browser-based development environment 

• Openness to innovation, especially for the support of AI technologies 

• Possibility of providing data exclusively in German or European data centers 

We selected the Amazon Web Service (AWS) and Google Cloud Platform (GCP) plat-

forms. We used Amazon Web Service as the primary platform, in which the essential 

functions are implemented (e.g., reading in an ontology, accessing the ontology, the 

similarity algorithm, and specific similarity functions). The Google Cloud Platform only 

implements specific similarity functions that are developed on the basis of artificial neu-

ral networks. We used the Google Cloud Platform for the design of the ontology-based 

CBR system as a cloud-native application as a secondary provider for specialized solu-

tions in the field of artificial neural networks.  
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Figure 102 below illustrates the use of the two cloud providers as primary and secondary 

providers. 

 

Figure 102: Designed multi-cloud environment 

We will first explain our selection of Amazon Web Service (AWS) as the primary pro-

vider: 

• Amazon Web Service is the market leader with a market share of 34%. This 

means that Amazon Web Service provides over a third of the cloud environments 

used worldwide, with a gap of around 10 percentage points to Microsoft Azure; 

cf. SYNERGY RESEARCH GROUP (2022). 

• Amazon Web Service guarantees an availability of 99.9%; cf. AMAZON WEB 

SERVICES, INC. (2022b). 

• Amazon Web Service enables the selection of different locations for the provi-

sion of the implemented serverless functions. When deployed in a German or 

European AWS location, the developed functions are subject to German data pro-

tection regulations. 

• Numerous publications have criticized the pricing of the various cloud providers; 

cf. GARTNER (2022b); LINTHICUM (2022); URBAN/GARLOFF (2022), p. 617; 

GLEB (2021), p. 53. However, Amazon Web Service offers free use for low loads, 

which is suitable for a conceptual investigation (as in this “proof of concept”). 
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This does not incur any costs for the prototypical implementation of the individ-

ual serverless functions in the AWS cloud. 

• The Cloud9 development environment from Amazon Web Service is a fully in-

tegrated, browser-based development environment in the AWS cloud that ena-

bles applications to be developed using common programming languages and 

implemented as serverless functions. 

• Specialist literature often praises the AWS cloud’s use as intuitive; cf. BÖGEL-

SACK et al. (2022), p. 123; POTHECARY (2021), p. 111. In addition, there exist 

much documentation and a wide range of introductory literature on Amazon Web 

Service’s use; cf. for example AMAZON WEB SERVICES, INC. (2022d). 

Overall, Amazon Web Service, as the market-leading cloud provider, is best suited as 

the primary cloud provider for the development of a cloud-native application, particu-

larly due to its pricing for prototype implementations and its fully integrated develop-

ment environment. 

We selected the Google Cloud Platform as a secondary cloud provider in order to utilize 

the aforementioned advantages of a multi-cloud environment. In particular, the use of 

development libraries for AI techniques and the extensive documentation using Google 

Cloud Platform’s browser-based development environment represent a key strength of 

this cloud provider. GARTNER (2022a) also regards the Google Cloud Platform as the 

leading cloud environment in the field of AI technologies.  

The freely available code examples on the Google Cloud Platform make it easy for de-

velopers to use large amounts of data in real time from different sources and to under-

stand how to use the AI development libraries. The AI development libraries were cre-

ated by Google itself, are intended for use as development libraries in the “modern” 

Python programming language (we will come back to this later), and are freely available 

for public use. The AI development library “Word2Vec” is particularly important for 

this study, as we will discuss in detail later. Overall, the special advantage of the Google 

Cloud Platform is seen in the well-documented AI techniques illustrated with code ex-

amples. 

In summary, we felt that Amazon Web Service, as an established provider and due to 

its aforementioned advantages, is suitable as the primary cloud provider for the design 

of an ontology-based CBR system as a cloud-native application. For the implementation 

of individual serverless functions based on TensorFlow and Word2Vec (explained 

later), the Google Cloud Platform is suitable as a secondary cloud provider. This justifies 

the design of an ontology-supported CBR system as a cloud-native application using a 

multi-cloud environment. 
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4.3 Designing an ontology-supported case-based reasoning system  
as a cloud-native application 

4.3.1 Designing the frontend 

A concept for the frontend—the user interface (UI)—for an ontology-supported CBR  

system as a cloud-native application already exists. It was presented in WEBER et al. 

(2023), pp. 37–102, as a “click prototype”, with the NIELSEN usability engineering pro-

cess used as the basis for prototype development. The most important results from the 

aforementioned publication are briefly explained below.  

In the first step, the heuristics based on NIELSEN. NIELSEN recommends ten heuristics 

for carrying out a heuristic evaluation in order to identify usability problems in an ap-

plication. These heuristics cover problem categories that should be considered when 

designing an application. The authors supplemented NIELSEN’s ten heuristics with two 

additional ones. These twelve heuristics in total form the basis for the usability evalua-

tion of the prototypical CBR tool jCORA discussed so far, which serves as the starting 

point for the design of the front-end and back-end of an ontology-supported CBR system 

as a cloud-native application. The usability evaluation is carried out by experts who put 

themselves in the role of an (end) user. The experts examine a system for violations of 

the heuristics. The twelve heuristics reflect the desired characteristics of the interaction 

between an (end) user and a system. If a violation of one of these desired characteristics 

is identified, this is an indication of a possible usability problem. The aim of heuristic 

evaluation is to identify all usability problems. Priority is given to those usability prob-

lems that have a restrictive influence on a system’s usability. This system is represented 

here by the CBR tool jCORA. The results of the heuristic evaluation are presented in 

Table 56 below: 
 

 Heuristics 

Usability 

problem 

(yes/no) 

Problem naming 

Heu-

ristics 

from 

NIEL-

SEN 

1. Visibility of the system status no  

2. Correspondence between  
the system and the real world 

yes 

The terms “class”,  

“relation”, “non-taxo-

nomic relation”, “indi-
vidual”, and “attribute” 

are not ones familiar  

to a project manager. 
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3. User control and freedom no  

4. Consistency and standards yes 

The addition of “rela-
tions”, “individuals”, and 

“attributes” takes place  

in different ways. 

5. Avoid mistakes no  

6. Recognizing instead of  
remembering or recognizing 
before remembering 

yes 
Actions are not easy to 

find in jCORA 1.2.5. 

7. Flexibility and efficient use no  

8. Aesthetics and minimalist  
design 

yes 
Not all information rele-

vant for use is available. 

9. Help with troubleshooting yes 

Error messages often 

prove to be incomprehen-

sible. 

10. Help and documentation yes  
The help button has  

no function.  

Other  

Heu-

ristics 

11. Perception control no  

12. Joy of Use yes  

The design of the CBR 

tool jCORA does not  

appear to be “contem- 

porary”.  

Table 56: Heuristics for problem identification for jCORA 
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In the second step, a usability test was carried out in the form of a field test. For this 

purpose, a survey tool was created that was answered by the test subjects. The results of 

the usability test show that there are usability problems with key functions of the CBR 

tool jCORA, particularly with regard to problem description and similarity calculation. 

The overall error rate was 47%. The results of the field test are shown in Table 57. 
 

Usability 

component 
Indicators 

Results of the jCORA 

usability test  

(Average values) 

Effectiveness 

Completeness of task 

processing 
92% 

Error rate 47% 

Efficiency 
Time of processing the 

tasks 
9 min 

Satisfaction 

Reuse 80% 

Recommend to  

colleagues 
60% 

Satisfaction 40% 

Table 57: Results of the field test for jCORA 

Another finding of the field test, which is not directly aimed at the usability problem of 

the CBR tool jCORA, is that there exists a fundamental need for such a tool, even if this 

particular one is rated as inadequate in terms of its usability. 

The third step involved analyzing the CBR tool jCORA’s usability problems. For this 

purpose, usability goals were defined that were to be achieved with regard to usability 

improvement by solving the already outlined usability problem. This means that the 

usability test for the click prototype should achieve at least the same values in terms of 

effectiveness, efficiency, and satisfaction as the usability test for jCORA. The aim was 

to achieve a significantly higher usability for the click prototype. For this purpose, the 

values in Table 57 should be exceeded. Furthermore, five user stories were formulated 

as part of the analysis, which were to form a basis for the design of a click prototype, as 

functionalities were formulated in these user stories that jCORA does not currently have 
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and which are to be added later in the click prototype. Table 58 below shows the user 

stories on which the analysis of jCORA’s usability problems is based. 
 

(End) user role Aim Reason 

Senior Sales Manager 

• Status of a project 

• My projects 

• Faster recognition of the 

importance of a project 

• Faster adaptation of  

individual projects 

Solution Manager • Qualified retrieval of  

comparable content 

• Recording of own ratings 

• Time saving 

• Standardization 

• Quality control 

Technical Consultant My expertise in intuitive handling 

and interpersonal understanding 

Make customers’ work easier 

Client & Bid Manager Reference comparisons Easily find the right refer-

ences that have already been 

prepared for any further  

tender. 

Subproject manager  

& Business Analyst 

Search for solutions that have 

solved the challenges in the data 

context (data migration, data 

maintenance, data conversion) 

Identification of potential so-

lutions for projects that have 

already been implemented 

Table 58: User stories to analyze jCORA’s usability problems 

The usability goals and user stories from the analysis step were incorporated into the 

fourth step, in which several design proposals were developed based on common 

knowledge management tools. Further design decisions concerned aspects such as ty-

pography and symbols. 

Taking into account the user stories, usability goals, and the design proposal, a click 

prototype with a total of 532 slides was developed using Adobe-XD software. Figure 

103 below shows an example of a slide of the click prototype based on the project-

related case specification; cf. WEBER et al. (2023), p. 81. 



192 Design of an ontology-supported case-based reasoning system as a cloud-native application 

 

 

Figure 103: Click prototype 

The click prototype was first subjected to a heuristic evaluation and then to a usability 

test, similarly to the previous procedure for the CBR tool jCORA. The heuristic evalu-

ation showed that the new click prototype has only one usability error category—namely 

the often unfamiliar, technical terms for ontology components, such as “class”, “non-

taxonomic relation”, “individual”, and “attribute”; see the heuristic “Match between 

system and real world” in Table 59 below. This table summarizes the results of the heu-

ristic expert evaluations, comparing the results for the prototype CBR tool jCORA on 

the one hand and the newly designed click prototype on the other. 
 

 Heuristics 

Usability  

problem (yes/no) 

for the tool 

jCORA  

Usability  

problem (yes/no) 

for the  

click prototype 

Heu-

ristics 

from 

NIEL-

SEN 

1. Visibility of the system status no no 

2. Correspondence between the system 
and the real world 

yes yes 

3. User control and freedom no no 
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 4. Consistency and standards yes no 

5. Avoid mistakes no no 

6. Recognizing instead of remembering 
or recognizing before remembering 

yes no 

7. Flexibility and efficient use no no 

8. Aesthetics and minimalist design yes no 

9. Help with troubleshooting yes no 

10. Help and documentation yes no 

other 

Heu-
ristics 

11. Perception control no no 

12. Joy of use yes no 

Table 59: Comparison of usability problems 

between the CBR tool jCORA and the click prototype 

The evaluation of the usability test for the new click prototype showed a significant 

improvement. The error rate was only 8% (in the first field test with jCORA it was 47%) 

and the recommendation rate for the application also increased, which further underlines 

the fundamental need for such an application. Table 60 below shows the comparison of 

the field test between the CBR tool jCORA and the click prototype as a revised user 

interface. Improvements in the indicators for usability components are highlighted in 

bold in the column for the click prototype. 
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Usability 

component 
Indicators 

Result of the usabil-

ity test for jCORA 

(average values) 

Result of the usability 

test for the click pro-

totype 

(average values) 

Effectiveness 

Completeness  

of task processing 
92% 96% 

Error rate 47% 8% 

Efficiency 
Time of processing  

the tasks 
9 min 7 min 

Satisfaction 

Reuse 80% 80% 

Recommend  

to colleagues 
60% 80% 

Satisfaction 40% 80% 

Table 60: Comparison of the field tests  

between the CBR tool jCORA and the click prototype 

In short, the click prototype achieved a significant improvement in usability compared 

to the prototypical CBR tool jCORA. The knowledge gained from this provides a basis 

that can be used for the user-friendly design of the frontend for a future, professionally 

implemented ontology-supported CBR system as a cloud-native application.  

However, it must also be mentioned that although the click prototype demonstrates a 

possible design of the user interface, and is helpful for demonstrating said interface and 

user interactions, it does not—and cannot—conclusively represent the frontend of an 

application. This is due to the fact that click prototypes are usually limited to the repre-

sentation of user interface and interactions, but do not cover the concrete functionality 

required for the integration of a backend. In addition, click prototypes only provide a 

static representation of the user interface, while “real” applications require dynamic el-

ements, real-time data processing, security aspects, and performance optimizations that 

only occur during implementation and may require adjustments to the user interface. 

For the above-mentioned reasons, problems can arise during the real implementation of 
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a frontend that require the user interface to be adapted and, if this is not the case, are at 

the expense of the heuristics considered above. Due to this lack of real implementation, 

it is therefore ultimately not possible to ensure that the user interface provided as a click 

prototype can be fully integrated into an ontology-supported CBR system as a cloud-

native application. 

 

4.3.2 Design of the backend  

4.3.2.1 Preliminary considerations for backend design 

The clients of the frontend of an ontology-supported CBR system access a backend via 

methods of an application programming interface (API). A client can be, for example, 

an application designed for mobile devices, an application designed exclusively for the 

web, or a specific client within an existing company-related application, such as SAP or 

Sharepoint. In the following, we explain the API methods provided by a Representa-

tional State Transfer Application Programming Interface (RESTful API). The RESTful 

API is an interface between IT systems (here between client and backend) that uses the 

Hypertext Transfer Protocol (HTTP) for its communication and transfers data using 

JSON (JavaScript Object Notation). 

A backend can be divided into a database component and a middleware component.  

The database component of the backend is irrelevant in the following consideration, as 

it is intended exclusively for storing the data and no further consideration is made here 

with regard to data storage. A standardized and free database can be provided in the 

cloud using a standard product such as DynamoDB. The security-critical IT project on-

tology can be stored in this database. 

The middleware component of the backend consists of an API gateway and at least one 

serverless function. The API gateway serves as the “gateway” for all communication 

requests from the clients to the backend. The API gateway processes the communication 

requests, which are expected in a predefined API format and transported via the Hyper-

text Transfer Protocol (HTTP). The requests are forwarded by the API gateway to the 

underlying serverless functions. Figure 104 below shows an example of the serverless 

function ermittleKonzeptAehnlichkeit (serverless functions are indicated here 

by this special font). The associated resource path /Konzeptaehnlichkeit (re-

sources and resource paths are identified by this special font), which leads to the call of 

the serverless function, is also shown. The responses from the serverless function rep-

resent the calculation results that are transmitted to the requested clients via the API 
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gateway. Figure 104 below illustrates the previously explained functionality of the mid-

dleware component of the backend of an ontology-based CBR system. 

 

 

 Figure 104: Representation of the middleware component of the backend  

of an ontology-based CBR system 

The following explanations focus exclusively on the serverless functions that are pro-

vided in a cloud environment and map the business logic of a company that carries out 

its project management AI-based using ontologies and case-based reasoning.  

An API gateway is part of an API management tool that mediates between a client and 

several serverless functions. It serves as a central interface that receives all API meth-

ods—such as PUT, ANY, GET, POST, PATCH, OPTIONS, HEAD, and DELETE—
from the clients, forwards them to the required serverless functions, and returns the cal-

culated results to the clients. An API gateway operates a series of APIs at a specific 

node, which can be called up using a Uniform Resource Locator (URL).  

Figure 105 below shows an example of the “www.jcora.de” node, with the API methods 

GET, POST, ANY, and DELETE as examples. The API method GET is linked to the 
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serverless function ermittleLCSKlasse so that the serverless function ermit-

tleLCSKlasse is executed when the GET method is called (using the resource path 

www.jcora.de/lcsklasse). 

 

Figure 105: Access to the API of the resource lcsklasse 

An API gateway supports two types of API methods, namely RESTful and Web Socket 

API. Only the RESTful API methods are relevant in this article. Therefore, API methods 

will always be understood as RESTful API methods in the following. 

Figure 106 below shows an example of the configuration of the API gateway for the 

resource lcsklasse with the resource path /lcsklasse. Various API methods with 

corresponding serverless functions can be specified for this resource. In Figure 106, the 

GET method has been configured with the serverless function ermittleLCSKlasse. 

Each resource can have several API methods, but only of one method type. Therefore, 

the resource lcsklasse cannot have another GET method. 
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Figure 106: AWS API gateway configuration 

The main task of the API gateway is to encapsulate the serverless functions for the cli-

ents. The advantages of using an API gateway are listed below. 

• Security: By using an API gateway, not all functions need to be made available 

to the “outside world”. Serverless functions are not directly accessible to clients, 

but can only be accessed via the API gateway with prior authorization. 

• Network routing: With direct communication between the client and the server-

less functions, a transaction requires multiple function calls. This approach can 

lead to multiple network round trips between the client and the server, resulting 

in significantly higher latency. 

• Logging and monitoring: The API gateway can serve as a centralized logging and 

monitoring entry point to monitor critical applications through a centralized entry 

point. 

• Independence of serverless functions from end devices: As the serverless func-

tions are accessed via the API gateway, there is no hard coupling between the 

frontend and backend. This enables flexible configuration of the clients. 

• Further development of an application: If serverless functions are further devel-

oped, a direct call from a client can lead to errors in the client applications be-

cause there is a direct link between the client and the serverless function. How-

ever, API gateways can be used to adapt the serverless function using a consistent 

API call structure without causing an error, because the client and serverless 

function define what is to be passed and returned. 
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The use of a RESTful API method for an ontology-supported CBR system as a cloud-

native application first requires the specification of the general structure of an HTTP 

request and an HTTP response. 

• An HTTP request consists of a “request line” (which represents the URL call) 

and the “HTTP header fields”. A “message body” can optionally be present. 

• An HTTP response consists of a “status line”, the “HTTP header fields”, and a 

“content type”. 

Figure 107 below illustrates the facts explained above. 

 

Figure 107: Client-backend communication via HTTP request and HTTP response 

In the following, we will not further discuss the configuration of the API gateway, the 

RESTful APIs with the associated HTTP requests and HTTP responses, as well as the 

serialization of the calculation results of the serverless functions into the JSON format 

for the transfer between backend and frontend: Although these aspects are of consider-

able importance for the design of a backend for an ontology-based CBR system as a 
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cloud-native application, they are not the focus of the following investigations. This is 

justified as follows: 

• The serverless functions map the business logic. 

• The advantages of a cloud environment are anchored in the serverless functions. 

• The necessary transfer parameters in the HTTP header can be derived from the 

transfer parameters of the serverless functions. 

• The necessary return parameters in the HTTP response are also determined by 

the serverless functions. 

• The serialization of the objects into a JSON format can be carried out using a 

standard function. 

• Amazon Web Service offers a “configurative” procedure for the use of Amazon’s 

own API gateway in order to store expected function requirements (e.g., expected 

transfer parameters) and expected function responses for an implemented server-

less function 

The challenge in designing a backend for an ontology-supported CBR system as a cloud-

native application lies mainly in the development of the serverless functions for map-

ping the business logic. The following explanations therefore relate exclusively to the 

development of such serverless functions. 

 

4.3.2.2 Designing the middleware for the backend of a cloud-native application 

The Python programming language is used to implement the serverless functions. Py-

thon is a “modern” object-oriented programming language; cf. DOWNEY (2021); KLEIN 

(2021); LUTZ (2007).  

The choice of the Python programming language for implementing the serverless func-

tions of an ontology-based CBR system is justified as follows: 

• The Python programming language is currently the most widely used program-

ming language for the development of backends; cf. CASS (2022); STACK OVER-

FLOW (2021). According to the study by POPULARITY OF PROGRAMMING LAN-

GUAGE (2023), as of October 2022, Python is the most popular programming 

language for developers. 
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• Python’s further development is driven by a large and active community. Ac-

cording to the study by SLASHDATA (2022), p. 13, as of the first quarter of 2022, 

Python has the largest backend developer community and the second largest de-

veloper community overall in terms of common programming languages. 

• The Python programming language is distributed under an open source license 

and can be used free of charge. The intellectual property rights behind the Python 

programming language are held by the non-profit organization “Python Software 

Foundation”; cf. PYTHON (2023a). It manages the open source licensing for Py-

thon version 2.1 and higher; cf. PYTHON (2023a). The organization’s mission 

statement states that the central Python distribution is made available to the entire 

public free of charge; cf. PYTHON (2002). This includes the Python programming 

language itself, its standard libraries and documentation, installation programs, 

source code, and training materials; cf. PYTHON (2002). 

• Python is fully supported by all cloud environments and all examples and expla-

nations are displayed in Python. This ensures a high degree of portability, as an 

application can be deployed in different cloud environments. The development 

examples from Amazon Web Service and Google Cloud Platform are used as 

examples; cf. AMAZON WEB SERVICES, INC. (2022a) and. GOOGLE DEVELOPERS 

(2022). 

• Python is a programming language that promotes a concise and easy-to-under-

stand programming style. As a result, Python-based applications are formulated 

much more concisely than those of other programming languages; cf. PYTHON 

(2023b); STEYER (2018), p. 3. 

• Python is considered a common programming language for cloud-based devel-

opments, especially in the field of artificial intelligence and data analysis; cf. 

SLASHDATA (2022), p. 13. Various practice-oriented introductory literature on 

AI techniques—such as FROCHTE (2021), RASCHKA/MIRJALILI (2019), MÜL-

LER/GUIDO (2017), or RASHID (2017)—use Python as a programming language 

to explain AI techniques. 

• Python offers the use of numerous free modules to extend functions. The OWL-

ready2 module in particular represents a key advantage for using the Python pro-

gramming language to implement an ontology-supported CBR system as a cloud-

native application. The OWL-ready2 module offers methods for processing on-

tologies using Python. 
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• Python is considered one of the most secure programming languages. The MEND 

study (2018) examined the programming languages used in the last 10 years. Ac-

cording to this study, the programming language C occupies the “questionable” 

first place, with 47% of all reported vulnerabilities. Java is in third place, with 

12% of all reported vulnerabilities. Python is in 5th place, with only 6%, followed 

by C++, also with 6%, and Ruby with 5%. 

Based on the aforementioned advantages, the following exemplary design of the func-

tionalities of an ontology-supported CBR system as a cloud-native application is carried 

out using the Python programming language.  

An example of the implementation of a serverless function using Python is presented 

below. To simplify the language, we use the term “function” synonymously with the 

full term “serverless function”. All the functions programmed from this chapter onwards 

were both made available serverless and programmed using the Python programming 

language. The term “function” must be distinguished from the term “Python method”. 
Python methods are those offered by using modules, such as the Python method 

startswith(), which is offered by the Python module String. The Python module 

String from Python is a built-in module that does not need to be imported additionally. 

The following source code for the function pruefNUTSCode has the variable NUTS 

Code as a transfer parameter. If the content of the NUTSCode variable begins with DE, 

the message “The area is in Germany” is returned. The check is carried out using the 

predefined Python method startswith(). The data type “String” is only assigned to 

the variable NUTSCode at runtime when this Python method is used. If the variable 

NUTSCode does not begin with DE, the following message is returned: “The area is not 

in Germany”. Single-line comments in Python begin with the # character. 

1. def pruefNUTSCode(NUTSCode): # Funktionsbeginn mit Überga-
beparameter "NUTSCode" 

2.     if(NUTSCode.startswith("DE")): # IF-Abfrage, ob der 
NUTSCode mit "DE" beginnt.  

3.         return "Das Gebiet liegt in Deutschland" # Rückgabe 
der Zeichenkette 

4.     else: 
5.         return "Das Gebiet liegt nicht in Deutschland" # 

Else-Bereich mit Rückgabe 
6. # Funktionsende 

Figure 108: Source code for the function pruefNUTSCode 
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Each phase of the CBR cycle—retrieve, reuse, revise, and retain—can be implemented 

as an independent function and provided in the cloud environment. The CBR cycle is 

represented by all of the functions, as shown in Figure 109 below. 

 

Figure 109: Functions for the CBR cycle 

When the “CBR cycle” function is executed, the individual phases of the CBR cycle, 

which are implemented as independent functions, are called and executed. The respec-

tive results are returned to the higher-level “CBR cycle” function, which performs the 

further calculation steps on this basis.  

Later on, we provide an example of the implementation of the retrieve phase with the 

similarity calculation to illustrate the conceptual design of the backend. The retrieve 

phase is of particular importance within the CBR cycle because the similarity algorithm 

causes a high computing load during it and represents a complex calculation. By divid-

ing the similarity algorithm into different functions and outsourcing it to a cloud envi-

ronment, the resources available for the individual functions can be scaled. Further sub-

division allows the advantages of a cloud environment to be used for individual func-

tions, e.g., to enable the scalability of individual parts of the calculation. Figures 110 to 

112 below illustrate the interaction of the similarity functions, which together implement 

the similarity calculation for an ontology-based CBR system in the retrieve phase. 

Figure 110 shows the function for calculating the complete similarity between two in-

dividuals (isim). It consists of the function for determining the class similarity (ksim) 
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and the function for determining the partial individual similarity (esim). The input pa-

rameters for the relevant function are shown above an arrow and the calculation results 

of the function (output parameters) are shown below an arrow in JSON format. 

 

Figure 110: Functions for calculating similarity 

Figure 111 below shows the further subdivision into functions for determining the class 

similarity, consisting of the function for calculating the semantic distance (ermittle 

SemantischeDistanz) and the function for determining the class properties of a class 

(ermittleAehnlichkeitKonzepteigenschaft). 
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Figure 111: Functions for calculating class similarity 

Figure 112 below shows the further subdivision into functions for determining the par-

tial individual similarity. Three functions are implemented as examples. They calculate 

the similarity of individual properties in relation to three exemplary similarity types: 

CPV code, NUTS code, and string values. These functions for determining the similarity 

of individual properties are not only offered in the Amazon Web Service, but also on 

the Google Cloud Platform. 
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Figure 112: Functions for calculating partial individual similarity 

We will explain the functions shown in Figures 110 to 112 in detail in a later chapter. 

Our focus here lies on the function simStringBOS. This function proves to be partic-

ularly interesting because it is based on the Word2Vec technology developed by Google 

and offers starting points for further possible uses—as we will discuss in detail later. 

The input parameters BezeichnungAuftrag: String, BezeichnungAuftrag: String} speci-

fied in Figure 112 for the funktion simStringBOS are only selected as examples. This 

function can be used to compare different individual properties that are based on the 

“String” data type. 

The methods or modules of a programming language are not always sufficient for pro-

cessing an ontology. However, a module has existed in the Python programming lan-

guage since 2017 that supports the construction, manipulation, and processing of ontol-

ogies. It is the “OWLReady2” module, which is currently available in version 2-0.39 

(as of December 30th, 2022) and can be used free of charge under the GNU LGPL 

license. OWLready2 was developed in the research laboratory “laboratoire d'informa-

tique médicale et d'ingénierie des connaissances en e-Santé” (LIMICS) of the Univer-

sity of Paris by LAMY; cf. LAMY (2023), p. 1. The module is used in various current 
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publications for processing ontologies; cf., e.g., DI MARTINO et al. (2022), p. 431; GUS-

KOV et al. (2022), p. 368; SARKER et al. (2021), p. 78. In STACKOVERFLOW—one of the 

best-known online communities for developers—there is a separate area for OWL-

Ready2-related problems to get help with development problems; cf. STACK OVERFLOW 

(2023). 

The OWLReady2 module allows the object-oriented implementation of ontologies; cf. 

LAMY (2021), p. 5. The module also enables large ontologies to be loaded, as it can load 

ontologies that are several hundred gigabytes in size; cf. LAMY (2017), p. 23. In addi-

tion, access to ontology components is permitted by means of a special search method. 

In order to be able to use the OWLReady2 module for programming with Python, it 

must first be installed. The module management program “pip3” is used for this purpose. 

It enables the automated downloading, installation, and updating of Python modules 

from the Python repository, called Python Package Index (PyPI), via the Internet. The 

shell command line for installing a Python module looks like this: 

1. pip3 install -U name_des_moduls_dass_installiert_wer-
den_soll 

This management program can be executed in the shell command line on Unix/Mac or 

in the command prompt on Windows systems. The command line installs any Python 

module. If the module already exists, the module is updated. The OWLReady2 module 

is installed using the following command line. 

1. pip3 install -U owlready2  

The command line can be executed directly in the integrated browser-based develop-

ment environment ICloud9 from Amazon Web Service. Figure 113 below illustrates the 

download and installation process that runs automatically when the above command line 

is executed in the ICloud9 development environment of Amazon Web Service: 

 

Figure 113: Installing the OWLReady2 module 

Once the installation is complete, a message is displayed stating that the OWLReady2 

module has been successfully installed: 
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Figure 114: Successful installation of the OWLReady2 module 

After successful installation, the OWLready2 module can be used in the source code. 

There are two ways to import a module into the source code. The first way is to use the 

OWLReady2 methods directly. The import for direct use of the methods looks as fol-

lows: 

1. from owlready2 import * 
2. # Zugang aller Methoden von owlready2 über den direkten Weg 
3. onto = get_ontology("//....PfadDerOntologie....").load() 

The second way is by using the methods via the module designation OWLReady2: 

1. import owlready2 
2. # Nutzung über owlready2 
3. onto = owlready2.get_ontology("//....PfadDerOntolo-

gie....").load() 

In principle, both ways are possible. However, the first, direct method is generally pre-

ferred for the comprehensibility of the code. The documentation for OWLReady2 also 

recommends this type of import; cf. LAMY (2021), p. 83. We accordingly follow this 

recommendation in this article. 

The module Gensim is an open-source Python module that provides several algorithms 

for analyzing large text documents; cf. ŘEHŮŘEK (2022). For example, the semantic 

structure of a document can be analyzed automatically using machine learning methods. 

The name “Gensim” is derived from “Generate Similar”. The module was developed in 

2008 as a collection of Python scripts for the Czech Digital Mathematics Library 

(dml.cz) project; cf. ŘEHŮŘEK/SOJKA (2010), pp. 48–49; SOJKA (2009), in particular 

pp. 75–76. The Python scripts were used to create a short list of the most similar math 

articles to a given article; cf. ŘEHŮŘEK/SOJKA (2010), p. 47. ŘEHŮŘEK implemented an 

independent Python module on this basis and further developed the scripts as part of his 

dissertation; cf. ŘEHŮŘEK (2011), pp. 19–34, 37–66, and 67–78. The Gensim module is 

now considered a robust and frequently used module for the automatic semantic analysis 

of texts; cf. EL-AMIR/HAMDY (2020), p. 53; SARKAR (2019), p. 255. Gensim is used in 

a variety of projects; cf. for example NUGROHO et al. (2023), p. 294; PANDAY/SAHU 

(2023), pp. 294–295; TAYLOR/DU PREEZ (2023), pp. 539 and 550. Gensim is a public 
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project that is open for further development. The current Gensim version 4.3.0 (as of 

December 21st, 2022) was released in December 2022; cf. GITHUB (2022a). 

The Gensim module provides various submodules and already has pre-trained models 

that can be used to calculate the similarity between terms. An overview of the pre-trained 

models can be found on GITHUB (2022b). We use only the Word2Vec submodule from 

Gensim in this article. 

The term “training” is explained in more detail below. Gensim provides pre-trained 

models that have been pre-trained on the basis of the entire Wikipedia (as of 2017 in 

English), for example, and can be used for text analyses without the need for re-training. 

This saves the entire process of training text documents. Other models worth mentioning 

include Google’s pre-trained model, which was pre-trained on the basis of Google News 

(with a volume of 100 billion words). There also exist other pre-trained models for var-

ious languages, e.g., German, Chinese, and French. 

In this paper, in addition to a self-trained model based on (previously anonymized) per-

formance descriptions from safety-critical IT projects, we used a pre-trained model in 

order to be able to compare the different results. The larger models in particular, such 

as those from Google, require a high computing capacity (despite their pre-training) in 

order to be able to perform a similarity calculation during the runtime of the program 

execution. Although this capacity can be provided at runtime by a cloud environment, 

it incurs higher costs as more power is consumed. This is a non-negligible limitation 

when using large pre-trained models. We will return to this later.  

It should also be noted that, strictly speaking, when using the Gensim module in the 

context of similarity calculation, it is not terms (in the semantic sense) but words (in the 

syntactic sense) that are meant. We will clarify this distinction later. However, for the 

sake of simplicity, the terms “term” and “word” are used synonymously in the follow-

ing.  

The Gensim module and its Word2Vec submodule can be imported on the Google Cloud 

Platform without prior installation. The module is imported using the following com-

mand: 

1. # Importiere von dem Gensim Modul ausschließlich das 
Word2Vec Submodul  

2. from gensim.models import Word2Vec 

Word2Vec is a word embedding technique published by MIKOLOV in 2013 as part of 

his work at Google, and which has since been publicly available to all users. MIKOLOV 

conducted the basic research into the vectorial representation of words while he was still 

working at Microsoft. They were published in MIKOLOV/YIH/ZWEIG (2013), which is 
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considered the central basis for Word2Vec. Other relevant works on this topic are 

MIKOLOV et al. (2013a) and MIKOLOV et al. (2013b). 

The Word2Vec technique converts text into word vectors to capture the “semantics” of 

words and the relationship between them, and to calculate similarities between words 

on this basis. Word2Vec’s goal is to group vectors of similar words in a vector space in 

order to recognize the context; cf. MIKOLOV et al. (2013a), p. 2; MIKOLOV/YIH/ZWEIG 

(2013), p. 746. 

The debate as to whether the Word2Vec technique can actually capture the “semantics” 

of words is controversial. Strictly speaking, Word2Vec merely captures syntactic coin-

cidences of words in text corpora, learns statistical relationships between words, and 

uses them to derive the most probable (statistically speaking) text additions with new 

words in incomplete texts. This cannot be regarded as genuine “semantic” understand-

ing, but is based on a “sophisticated” analysis of the quantitative-statistical—and there-

fore purely syntactic—correlations between words. This becomes clear, for example, 

from the challenges Word2Vec faces in distinguishing between several meanings of a 

word (polysemy) and in identifying different words that are spelled the same (homon-

ymy). Both aspects can lead to incorrect “semantic” term representations in Word2Vec. 

Despite these “semantic doubts” and their well-founded debatability, we will continue 

to use the term “semantics” in the following with regard to the Word2Vec technique. 

This is justified by the fact that the Word2Vec technique can draw analogical conclu-

sions and enables the creation of word vectors in which (syntactically) similar words are 

represented by similar vectors. Although this does not represent a comprehensive se-

mantic realization of conceptual content in the semiotic sense, it does reflect the ability 

to model nuances of meaning and relationships between words in an abstract vector 

space. We will return to this later in more detail.  

The Word2Vec technique uses a two-layer artificial neural network to calculate a model 

(this will be discussed in more detail later); cf. MIKOLOV/YIH/ZWEIG (2013), p. 746; 

MIKOLOV et al. (2013b), p. 1. Word2Vec increases its ability to recognize and output 

correlations through supervised learning. The representation of words by vectors makes 

it possible to recognize relationships through simple mathematical operations. An ex-

ample often cited by MIKOLOV et al. (2013a), p. 2, and MIKOLOV/YIH/ZWEIG (2013), 

pp. 748–749 (similar also in MIKOLOV et al. (2013b), p. 1), is as follows: 

vec(“King”) – vec(“Man”) + vec(“Woman”) ~ vec(“Queen”) 

The insight gained from such studies is that the modeling of word contexts using vectors 

results in syntactic and “semantic” (see above) relationships that can be analyzed using 
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mathematical operations; cf. MIKOLOV et al. (2013a), p. 2. The fundamentals of Word2-

Vec technology are crucial to recent advances in computer-based text processing; cf. 

DEVLIN et al. (2019), pp. 4171–4173; HOWARD/RUDER (2018), p. 328; RONG (2014), 

p. 1. 

The Word2Vec technique offers two computational methods for learning word embed-

dings using an artificial neural network. The methods each calculate a model with which 

a center word can be predicted based on the adjacent context words or several context 

words can be output based on an input word. Figure 115 below shows the two models 

that can be calculated using the Word2Vec technique. 

 
 

Figure 115: Word2Vec models 

The two calculation methods provided by the Word2Vec technology are called: 

• Continuous Bag of Words model (CBOW model)  

• Skip-gram model (SG Model).  

In the CBOW model, the searched word (center word) is predicted on the basis of adja-

cent context words; cf. MIKOLOV et al. (2013a), p. 5. The adjacent context words consist 

of words that are located before or after the center word being searched for. The order 

of the context words is not relevant in this model. The strength of the CBOW model lies 
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in its ability to capture syntactic relationships between two words better than the skip-

gram model; cf. MIKOLOV et al. (2013a), p. 7.  

In the skip-gram model, context words are predicted on the basis of an entered center 

word; cf. MIKOLOV et al. (2013a), p. 5. Basically, this model works in the opposite way 

to the CBOW model. The advantage of the skip-gram model is that it can recognize 

“semantic” relationships between two words better than the CBOW model; cf. 

MIKOLOV et al. (2013a), p. 7. Furthermore, according to MIKOLOV et al. (2013a), p. 9, 

the skip-gram model consumes fewer CPU resources than the CBOW model when train-

ing a model. We therefore use the skip-gram model as the basis for the following expla-

nation of a similarity calculation. 

The aim of the following is to explain the similarity calculation using the Word2-Vec 

technique on the basis of a skip-gram model using an example sentence. Some parame-

ters (referred to below as hyperparameters), which are explained below, are important 

for the later implementation of the simStringBOS function. When using individual 

methods of the Word2Vec technique, various parameters must first be set. This requires 

a basic understanding of the calculations in the underlying artificial neural network.  

The following explanations and calculations refer to the following example sentence 

from SENATSVERWALTUNG FÜR INNERES UND SPORT (2016), p. 2:  

“Die Polizei Berlin und die Feuerwehr Berlin 

betreiben jeweils unabhängig voneinander Leitstellen.” 

The example sentence also represents the text corpus under consideration here. This is 

simplistically assumed here, although a text corpus usually consists of an extensive text 

document and not just a single sentence. This text corpus (example sentence) Z com-

prises twelve words (represented as 𝑤𝑖, where 𝑖 denotes the position in the text corpus), 

but only ten individual words, because the words “Berlin” and “die” occur twice in the 

text corpus. The individual words, which otherwise occur only once in the text corpus 

regardless of their spelling, are as follows: 

1. “Die” und “die”  

2. “Polizei” 

3. “Berlin” 

4. “und” 

5. “Feuerwehr” 

6. “betrieben” 

7. “jeweils” 
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8. “unabhängig” 

9. “voneinander” 

10. “Leitstellen” 

The individual words define the vocabulary 𝑉 of the text corpus 𝑍. The number of vo-

cabulary elements is represented by ȁ𝑉ȁ = 10. It should be noted that each word in the 

text corpus is counted once, regardless of its form (e.g., singular versus plural). This 

means that “control center” and “control centers” are considered two different words in 

the vocabulary. However, the skip-gram model generally has the advantage of being 

able to deal with such problematic cases in which different forms of a word occur. This 

is because it tries to identify semantically similar words. Therefore, it will “probably” 

learn that “Leitstelle” and “Leitstellen” occur in similar contexts and accordingly have 

similar word vectors. However, Word2Vec does not “inherently” recognize that these 

are the same term unless this is specifically taken into account during training, possibly 

through manual or semi-automatic preparation of the training data. 

The text corpus is analyzed using a window (“window size”), which is specified with a 

fixed size m (e.g., 𝑚 = 1). The window size with 𝑚 = 1 does not represent a realistic 

application scenario. However, we chose this small window size as an example in order 

to reduce the complexity of the manual calculation and to be able to provide an expla-

nation using a simple example. As a rule, larger window sizes are preferred in order to 

capture a broader context for word vectorization. A larger window m can lead to more 

training examples and to a higher accuracy of the similarity calculation, but at the ex-

pense of training time; cf. MIKOLOV et al. (2013b), p. 8. The choice of the “optimal” 

window size is a separate problem, which will be discussed later in this paper. 

The word 𝑤𝑡 in the middle of the window is referred to as the “center-word” or “target-
word”. The preceding (𝑤𝑡−𝑚) and following (𝑤𝑡+𝑚) words are called “context words”. 

The window with the size m runs through the entire sentence to generate a word pair as 

a training pattern for the model. This word pair consists of a center word, which is later 

used as input, and one of its context words, which marks the target in the context. The 

context here means the context word that the model targets by determining the relation-

ship and probability between the center word and the context word in a model. 

Figures 116 to 118 below illustrate the first three iterations for extracting the training 

model. The center word 𝑤𝑡is shown in green, the context words 𝑤𝑡−1 and 𝑤𝑡+1 for the 

window with the size 𝑚 = 1 are shown in gray. 
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1st iteration 

die polizei berlin und  die  feuerwehr berlin betreiben jeweils unabhängig voneinander leitstellen 

Figure 116: First iteration 

The training pattern is: (die, polizei) 

2nd iteration 

die polizei berlin und  die  feuerwehr berlin betreiben jeweils unabhängig voneinander leitstellen 

Figure 117: Second iteration 

The training pattern is: (polizei, die), (polizei, berlin) 

3rd iteration 

die polizei berlin und  die  feuerwehr berlin betreiben jeweils unabhängig voneinander leitstellen 

Figure 118: Third iteration 

The training pattern is: (berlin, polizei), (berlin, und). 

For the following explanations, we selected as an example the center word “feuerwehr” 

with the context words “die” and “berlin”. This represents the 6th iteration. 

6th iteration 

die polizei berlin und  die  feuerwehr berlin betreiben jeweils unabhängig voneinander leitstellen 

Figure 119: Sixth iteration 

The training pattern is: (feuerwehr, die), (feuerwehr, berlin). 

First, the center word and the context words are represented as one-hot coding in a vec-

tor. In one-hot coding, a feature is represented with a binary variable (1 or 0); cf. KUL-

KARNI/SHIVANANDA (2021), p. 64; BISONG (2019), p. 336. One-hot coding makes ma-

chine processing possible. In the text corpus, the occurrence of the word is represented 

with a 1 and the non-occurrence with a 0. One-hot coding is often used in the field of 

machine learning; cf. KULKARNI/SHIVANANDA (2021), p. 64. Another limitation be-

comes clear here: With a large text corpus, a large vector is required to express each 

word as one-hot coding. This leads to a higher computing load, which can be covered 

by a cloud environment, but should not be neglected for large text corpora. 
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Table 61 below illustrates the one-hot coding for all words in the vocabulary.  
 

Position 1 2 3 4 5 6 7 8 9 10 

Wort die polizei berlin und feuerwehr betreiben jeweils unabhängig voneinander leitstellen 

die 1 0 0 0 0 0 0 0 0 0 

polizei 0 1 0 0 0 0 0 0 0 0 

berlin 0 0 1 0 0 0 0 0 0 0 

und 0 0 0 1 0 0 0 0 0 0 

feuerwehr 0 0 0 0 1 0 0 0 0 0 

betrieben 0 0 0 0 0 1 0 0 0 0 

jeweils 0 0 0 0 0 0 1 0 0 0 

unab 
hängig 

0 0 0 0 0 0 0 1 0 0 

vonein 
ander 

0 0 0 0 0 0 0 0 1 0 

leitstellen 0 0 0 0 0 0 0 0 0 1 

Table 61: One-hot coding of the text corpus 𝑍 

In Table 61, each row represents a word from the vocabulary. The columns represent 

the different words in the vocabulary and indicate the position of each word in the vo-

cabulary list. A “1” in a cell indicates that the word in this row is present in the relevant 

position in the vocabulary. A “0”, on the other hand, indicates that the word is not pre-

sent in this row at the relevant position in the vocabulary. 

Table 61 shows the vector of a word from the vocabulary as one-hot coding (shown in 

light blue). For example, the vector as one-hot coding for the word “polizei” is as fol-

lows: 

𝑝𝑜𝑙𝑖𝑧𝑒𝑖→ =
ێێۏ
ێێێ
ۍێێ
ۑۑے0100000000

ۑۑۑ
ېۑۑ
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The dimension of the vector is 10𝑥1, as there are ten individual words in the vocabulary. 

The vectors of the center word and the context words—each in one-hot coding—are 

important for the following calculations, as they are included in the calculation as key 

components. The vectors of the center word “feuerwehr” (represented as 𝑥→), the context 

word “die” (represented as 𝑦1→
), and the context word “berlin” (represented as 𝑦2→

) are 

represented in one-hot encoding as follows: 

𝒙→ =
ێێۏ
ێێێ
ۍێێ
ۑۑے0000100000

ۑۑۑ
ېۑۑ
 𝒚1→ =

ێێۏ
ێێێ
ۍێێ
ۑۑے1000000000

ۑۑۑ
ېۑۑ
 𝒚2→ =

ێێۏ
ێێێ
ۍێێ
ۑۑے0010000000

ۑۑۑ
ېۑۑ
 

The vectors 𝑦1→
 and 𝑦2→

, which represent the context words, are also referred to as target 

vectors in the following calculation. 

The vector 𝑥→ serves as input for the input layer of an artificial neural network. The arti-

ficial neural network is a feed-forward network. In this context, feed-forward means that 

within an artificial neural network, information is only forwarded forwards, i.e., to the 

next layer of neurons; cf. MATZKA (2021), p. 117. With regard to the Word2Vec tech-

nique, this means that information is only forwarded from the input layer to one or more 

hidden layers and then to the output layer. The procedure is explained in more detail 

below. In contrast to this are recurrent artificial neural networks, which are an extension 

of feed-forward, but in which information can also be passed to neurons in the same or 

previous layer; cf. MATZKA (2021), p. 128. 

In the feed-forward network considered here, there is a hidden layer (ℎ→) and an output 

layer (𝑢→) in addition to the input layer (𝑥→). The model of the Word2Vec technique es-

sentially consists of the two weight matrices 𝑊𝐼𝑛𝑝𝑢𝑡 and 𝑊𝑂𝑢𝑡𝑝𝑢𝑡 for the weights of the 

connections between the neurons of the artificial neural network. The central task of the 

Word2Vec technique is to “optimize” the weight matrices 𝑊𝐼𝑛𝑝𝑢𝑡 and 𝑊𝑂𝑢𝑡𝑝𝑢𝑡 during 

the training process. In doing so, the model tries to maximize the probabilities for the 

occurrence of context words in relation to a center word in order to enable the best pos-

sible prediction of context words. Therefore, the model learns how the words in the 
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vocabulary relate to each other in “semantic”—strictly speaking, statistical (and there-

fore syntactic)—terms by adjusting the weights in the 𝑊𝐼𝑛𝑝𝑢𝑡  and 𝑊𝑂𝑢𝑡𝑝𝑢𝑡 matrices. 

This is explained in detail below.  

Figure 120 below illustrates the calculation of the weight matrices 𝑊𝐼𝑛𝑝𝑢𝑡 and 𝑊𝑂𝑢𝑡𝑝𝑢𝑡 

for the weights of the connections between the neurons of the artificial neural network. 

The following explanations are based on this figure. 

 

 

Figure 120: Calculation steps for the skip-gram mod 

The variable N is defined in the next step. The variable N refers to the dimension of the 

word vector. The term “N-dimensional word vector” is also used below. The dimension 

N of the word vector represents a hyperparameter for the hidden layer of the artificial 

neural network. In the Word2Vec technique, the hyperparameter N is referred to as 

“size” and is defined before the model is trained. A hyperparameter is a parameter in 

machine learning algorithms that is used to control the training algorithm and differs 

from other parameters in that it must be set before the model is trained; cf. AGRAWAL 

(2021), pp. 4–5. This also applies to the hyperparameters “window” m and “learning 

rate” η. We will discuss the learning rate η in more detail later on.  
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The weight matrices 𝑊𝐼𝑛𝑝𝑢𝑡 and 𝑊𝑂𝑢𝑡𝑝𝑢𝑡 contain the word vectors as rows or columns. 

Each row in 𝑊𝐼𝑛𝑝𝑢𝑡  and each column in 𝑊𝑂𝑢𝑡𝑝𝑢𝑡  corresponds to a word vector. The 

number of rows in 𝑊𝐼𝑛𝑝𝑢𝑡 and the number of columns in 𝑊𝑂𝑢𝑡𝑝𝑢𝑡 correspond to the size 

with ȁ𝑉ȁ = 10 of the vocabulary V; cf. RONG (2014), p. 8. See also Figure 120, where 

the row with the word vector for the center word is highlighted in green in the weight 

matrix 𝑊𝐼𝑛𝑝𝑢𝑡, while the column with the word vector for the context word is high-

lighted in red in the weight matrix 𝑊𝑂𝑢𝑡𝑝𝑢𝑡. At this point it becomes clear that although 

the weight matrices originate from the same vocabulary V, they represent different con-

tent. The weight matrix 𝑊𝐼𝑛𝑝𝑢𝑡 includes all center words, whereas the weight matrix 𝑊𝑂𝑢𝑡𝑝𝑢𝑡 includes all context words. 

In the following example, we selected the dimension 𝑁 = 3 for the 𝑁-dimensional word 

vector for the sake of simplicity. The 𝑁-dimensional word vector is much too small for 

a practical application, analogous to the window size with 𝑚 = 1. In practical applica-

tions of the Word2Vec technique, the dimension of the word vector is usually 𝑁 = 300; 

cf. MIKOLOV et al. (2013b), p. 6. However, we use the dimension 𝑁 = 3 as a basis in 

order to avoid having to deal with excessively large weight matrices in the manual cal-

culations. 

The weight matrix 𝑊𝐼𝑛𝑝𝑢𝑡 has the dimension of 10𝑥3 and is structured as follows: 

𝑊𝐼𝑛𝑝𝑢𝑡 =
ێێۏ
ێێێ
ێێێ
ۍ 𝑤11 𝑤12 𝑤13𝑤21 𝑤22 𝑤23𝑤31 𝑤32 𝑤33𝑤41 𝑤42 𝑤43𝑤51 𝑤52 𝑤53𝑤61 𝑤62 𝑤63𝑤71 𝑤72 𝑤73𝑤81 𝑤82 𝑤83𝑤91 𝑤92 𝑤93𝑤101 𝑤102 𝑤103ۑۑے

ۑۑۑ
ۑۑۑ
ې
 

The weight matrix 𝑊𝑂𝑢𝑡𝑝𝑢𝑡 has the dimension of 3𝑥10 and is structured as follows: 

𝑊𝑂𝑢𝑡𝑝𝑢𝑡 = 𝑣11 𝑣12 𝑣13 𝑣14 𝑣15 𝑣16 𝑣17 𝑣18 𝑣19 𝑣110𝑣21 𝑣22 𝑣23 𝑣24 𝑣25 𝑣26 𝑣27 𝑣28 𝑣29 𝑣210𝑣31 𝑣32 𝑣33 𝑣34 𝑣35 𝑣36 𝑣37 𝑣38 𝑣39 𝑣310൩ 

The weight matrices 𝑊𝐼𝑛𝑝𝑢𝑡 and 𝑊𝑂𝑢𝑡𝑝𝑢𝑡 are initialized with random values at the be-

ginning of the training process. This random initialization serves as a starting point for 

the training and enables the model to “optimize” the word vectors step by step; cf. AY-

YADEVARA (2018), p. 170. The values in the weight matrices 𝑊𝐼𝑛𝑝𝑢𝑡 and 𝑊𝑂𝑢𝑡𝑝𝑢𝑡 are 
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machine-readable, but cannot be interpreted directly by humans. Machine-readable 

means that the values can be processed by computers. 

In the following, the two weight matrices 𝑊𝐼𝑛𝑝𝑢𝑡 and 𝑊𝑂𝑢𝑡𝑝𝑢𝑡 are initially assigned any 

values: 

𝑊𝐼𝑛𝑝𝑢𝑡 =
ێێۏ
ێێێ
ێێێ
ۍ 0.1 0.2 0.30.4 0.5 0.60.7 0.8 0.90.1 0.11 0.120.13 0.14 0.150.16 0.17 0.180.19 0.20 0.210.22 0.23 0.240.25 0.26 0.270.28 0.29 0.3 ۑۑے

ۑۑۑ
ۑۑۑ
ې
 

 

𝑊𝑂𝑢𝑡𝑝𝑢𝑡 =  0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10.11 0.12 0.13 0.14 0.15 0.16 0.17 0.18 0.19 0.20.21 0.22 0.23 0.24 0.25 0.26 0.27 0.28 0.29 0.3൩ 

In the next step, the vector ℎ→ of the hidden layer is calculated. The hidden layer is also 

referred to as the “projection layer”, as the layer’s output is an 𝑁-dimensional word 

vector that is projected through the one-hot coding input vector 𝑥→. 

In Figure 121 below, which shows an “adapted” section of Figure 120, illustrates the 

calculation of the vector ℎ→𝑇. It should be noted that the vector 𝑥→ has the dimension 10𝑥1 

and the transposed vector 𝑥→𝑇 must be used for the following calculation so that a matrix 

multiplication with the matrix 𝑊𝐼𝑛𝑝𝑢𝑡, which has a dimension of 10𝑥3, can be carried 

out. The transposed vector 𝑥→𝑇, which has a dimension of 10𝑥1, can be used to perform 

a matrix multiplication with the matrix 𝑊𝐼𝑛𝑝𝑢𝑡, which has a dimension of 10𝑥3. 
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Figure 121: Calculation of the vector ℎ→𝑇 

The vector ℎ→𝑇is calculated as follows: ℎ→𝑇 = 𝑥→𝑇 ∗ 𝑊𝐼𝑛𝑝𝑢𝑡 = ൣℎ1 ℎ2 ℎ3൧ ℎ→𝑇 = [0.13 0.14 0.15] 
Before the prediction vector 𝑢ሬԦ  can be calculated, the vector 𝑢→ must be calculated. Figure 

122 below, which again shows an “adapted” section of Figure 120, illustrates the calcu-

lation of the vector 𝑢→𝑇: 

 

Figure 122: Calculation of the vector 𝑢→𝑇 

The vector 𝑢→𝑇 is calculated as follows: 𝑢→𝑇 = ℎ→𝑇 ∗ 𝑊𝑂𝑢𝑡𝑝𝑢𝑡 = [𝑢1 𝑢2 𝑢3 𝑢4 𝑢5 𝑢6 𝑢7 𝑢8 𝑢9 𝑢10] 𝑢→𝑇 = [0.06 0.076 0.092 0.108 0.124 0.139 0.155 0.171 0.187 0.203] 
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The vector 𝑢→𝑇 is used to calculate the prediction vector 𝑢ሬԦ . To generate a probability dis-

tribution over all words for the vector 𝑢→𝑇, a softmax function 𝜎 is used, which normal-

izes the vector 𝑢→𝑇 to values between 0 and 1; cf. GOLDBERG/LEVY (2014), p. 2; RONG 

(2014), p. 8. “1” stands for the “certain result”, i.e., a probability of 100%, and “0” for 

the “impossible event”, i.e., a probability of 0%. The softmax function 𝜎 converts a k-

dimensional real vector into a k-dimensional real vector whose components lie in the 

interval [0,1] and add up to 1. The advantage of this function is that the input values can 

be any values from ℝ, but are mapped by the softmax function to the interval [0,1] with 

the component sum 1, so that they can be interpreted as probabilities. If one of the input 

values is small or negative (large), the softmax function converts it into a small (large) 

probability. The softmax function is often used in machine learning in an artificial neural 

network; cf. PAAß/HECKER (2020), pp. 60–62. 

Figure 123, below, which again shows an “adapted” section of Figure 120, illustrates 

the calculation of the prediction vector 𝑢→𝑇
. 

 

Figure 123: Calculation of the prediction vector 𝑢→𝑇
  

The prediction vector 𝑢→𝑇
 is calculated as follows: 

𝑢→𝑇 = 𝜎 ቀ𝑢𝑖→ 𝑇ቁ = ቈ 𝑒𝑢𝑖σ 𝑒𝑢𝑗𝑅𝑗=1 𝑖 = 1, … , 𝑅 

= ቈ 𝑒𝑢1σ 𝑒𝑢𝑗10𝑗=1 𝑒𝑢2σ 𝑒𝑢𝑗10𝑗=1 𝑒𝑢3σ 𝑒𝑢𝑗10𝑗=1 𝑒𝑢4σ 𝑒𝑢𝑗10𝑗=1 𝑒𝑢5σ 𝑒𝑢𝑗10𝑗=1 𝑒𝑢6σ 𝑒𝑢𝑗10𝑗=1 𝑒𝑢7σ 𝑒𝑢𝑗10𝑗=1 𝑒𝑢8σ 𝑒𝑢𝑗10𝑗=1 𝑒𝑢9σ 𝑒𝑢𝑗10𝑗=1 𝑒𝑢10σ 𝑒𝑢𝑗10𝑗=1  

Here 𝑢𝑖 stands for the i-th element of the vector 𝑢→𝑇. R is the number of elements in the 

vector 𝑢→𝑇 and is here R = 10. The symbol 𝛴 represents the sum of all elements with the 

running index j with j=1,…,R. 

The prediction vector 𝑢→𝑇
 has the following rounded (symbol: “≈”) values: 𝑢→𝑇 ≈ [0.093 0.094 0.096 0.098 0.099 0.101 0.102 0.104 0.106 0.107] 
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In the next step, the error vectors for the two context words are calculated. Since the two 

vectors for the context words 𝑦1→
 (“die”) and 𝑦2→

 (“berlin”) result from the training pat-

tern, the error vectors 𝑚1→
 and 𝑚2→

 are calculated by subtracting the prediction vector 𝑢→𝑇
 

from the vectors 𝑦1→
 und 𝑦2→

 for the two context words; cf. GOLDBERG/LEVY (2014), p. 8. 

The advantage of using the window size m here becomes clear: It reduces the complexity 

of the calculation because the model only has to calculate the prediction errors for the 

context words within the specified window size m, for which m = 1 applies here. 

A non-zero error value in the error vector indicates that the model’s predictions deviate 

from the actual observations, in this case the two vectors 𝑦1→
and 𝑦2→

 for the two context 

words. The ideal value for the error vector would be 0→. This would indicate that the 

model makes “perfect” predictions and that there is no deviation between the predictions 

and the actual context words. In practice, however, it is rarely possible to achieve an 

error vector of exactly 0→, as deviations almost always exist. Therefore, the main goal of 

optimization by the error vector is to minimize this deviation as much as possible in 

order to maximize the prediction accuracy of the entire model. This defines a precise 

and at the same time operational optimization criterion for the calculations using the 

Word2Vec technique in the artificial neural network under consideration. 

Due to the different dimensions between the prediction vector 𝑢→𝑇
 (dimension 1𝑥10) and 

the vectors 𝑦1→
und 𝑦2→

 (dimensions 10𝑥1 in each case), the prediction vector is trans-

posed. Figure 124 below, which again shows an “adapted” section of Figure 120, illus-

trates the calculation of the error vectors 𝑚1→
 and 𝑚2→

. 
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Figure 124: Calculation of the error vectors 

The error vectors 𝑚1→
 and 𝑚2→

 are calculated as follows:  

 𝑚1→ = u→ − 𝑦1→
 𝑚2→ = u→ − 𝑦2→

 

 𝑚1→ =
ێێۏ
ێێێ
ێێێ
0.9070.0940.0960.0980.0990.1010.1020.1040.1060.107−ۍ ۑۑے

ۑۑۑ
ۑۑۑ
ې
 𝑚2→ =

ێێۏ
ێێێ
ێێێ
ۍ 0.0930.094−0.9040.0980.0990.1010.1020.1040.1060.107 ۑۑے

ۑۑۑ
ۑۑۑ
ې
 

The values of the prediction errors from the error vectors 𝑚1→
 and 𝑚2→

 are summed up for 

both context words “die” and “berlin” and displayed as the (aggregated) error vector 𝑚→ : 𝑚→ =  𝑚→ 𝑐𝐶𝑐=1  
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Here C stands for the number of error vectors for context words. In this case, the two 

error vectors are 𝑚1→
 and 𝑚2→

 (with C = 2), which are added together: 

𝑚→ =
ێێۏ
ێێێ
ێێێ
0.8080.1960.1980.2020.2040.2080.2120.214−0.8140.188−ۍ ۑۑے

ۑۑۑ
ۑۑۑ
ې
 

Once the error vector 𝑚→  has been calculated, the two weight matrices 𝑊𝐼𝑛𝑝𝑢𝑡  and 𝑊𝑂𝑢𝑡𝑝𝑢𝑡 are updated in order to “optimize” the model. This process is referred to as 

“back-propagation” and is based on the gradient descent method; cf. RONG (2014), pp. 

17–20. The idea behind this is to gradually adjust the values in 𝑊𝐼𝑛𝑝𝑢𝑡 and 𝑊𝑂𝑢𝑡𝑝𝑢𝑡 so 

that the error vector 𝑚→  is minimized. 

The first step is to explain how to update the weight matrix 𝑊𝐼𝑛𝑝𝑢𝑡, which is referred to 

below as 𝑊𝐼𝑛𝑝𝑢𝑡𝑛𝑒𝑢.  

To do this, the error vector 𝑚→  is multiplied by the transposed vector ℎ→ from the hidden 

layer: 𝑚→ ∗ ℎ→𝑇 

The updated weight matrix 𝑊𝐼𝑛𝑝𝑢𝑡𝑛𝑒𝑢 is calculated by multiplying the preceding product 

by the learning rate 𝜂 and subtracting it from the old weight matrix 𝑊𝐼𝑛𝑝𝑢𝑡𝑎𝑙𝑡: 𝑊𝐼𝑛𝑝𝑢𝑡𝑛𝑒𝑢 = 𝑊𝐼𝑛𝑝𝑢𝑡𝑎𝑙𝑡 − 𝜂 ∗ 𝑚→ ∗ ℎ→𝑇 

The learning rate 𝜂 is once again a hyperparameter. It controls how quickly the artificial 

neural network model is adapted to the prediction problem under consideration. The 

learning rate determines the strength of the weight changes in the weight matrices 𝑊𝑂𝑢𝑡𝑝𝑢𝑡 and 𝑊𝐼𝑛𝑝𝑢𝑡. This method is called the delta rule, or the WIDROW-HOFF method. 

Smaller learning rates require more training cycles given the smaller changes that are 

made to the weights with each update, while larger learning rates lead to faster changes 

and require fewer training cycles; see MIRFENDRESKI (2022), p. 143. A training cycle 

comprises one iteration over the entire training data set. As a rule, the learning rates 
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range between 1 and 0 in the field of machine learning; cf. AICHELE (2021), p. 11; 

KLÜVER/KLÜVER (2021), p. 14; KLÜVER/KLÜVER/SCHMIDT (2021), p. 189. For the 

Word2Vec technique, a learning rate between 0.025 and 0.0001 was used, which is con-

sidered by DI GENNARO/BUONANNO/PALMIERI (2021), p. 12328, as the starting point 

for determining an optimal learning rate. 

The calculation with the aforementioned values is performed by first recalculating (“op-
timizing”) the weight matrix 𝑊𝐼𝑛𝑝𝑢𝑡𝑎𝑙𝑡 using the learning rate 𝜂 = 0.025: 

𝑊𝐼𝑛𝑝𝑢𝑡𝑛𝑒𝑢 =
ێێۏ
ێێێ
ێێێ
ۍ 0.1 0.2 0.30.4 0.5 0.60.7 0.8 0.90.1 0.11 0.120.13 0.14 0.150.16 0.17 0.180.19 0.20 0.210.22 0.23 0.240.25 0.26 0.270.28 0.29 0.3 ۑۑے

ۑۑۑ
ۑۑۑ
ې

− 0.025 ∗
ێێۏ
ێێێ
ێێێ
0.8080.1960.1980.2020.2040.2080.2120.214−0.8140.188−ۍ ۑۑے

ۑۑۑ
ۑۑۑ
ې

∗ [0.13 0.14 0.15] 

The calculation result of 𝑚→ ∗ ℎ→𝑇 is shown in the following step: 

𝑊𝐼𝑛𝑝𝑢𝑡𝑛𝑒𝑢 ≈
ێێۏ
ێێێ
ێێێ
ۍ 0.1 0.2 0.30.4 0.5 0.60.7 0.8 0.90.1 0.11 0.120.13 0.14 0.150.16 0.17 0.180.19 0.20 0.210.22 0.23 0.240.25 0.26 0.270.28 0.29 0.3 ۑۑے

ۑۑۑ
ۑۑۑ
ې

− 0.025 ∗
ێێۏ
ێێێ
ێێێ
0.10582−ۍ −0.11396 −0.12210.02444 0.02632 0.0282−0.10504 −0.11312 −0.12120.02548 0.02744 0.02940.02574 0.02772 0.02970.02626 0.02828 0.03030.02652 0.02856 0.03060.02704 0.02912 0.03120.02756 0.02968 0.03180.02782 0.02996 0.0321 ۑۑے

ۑۑۑ
ۑۑۑ
ې
 

In the following step, the calculation result is displayed with regard to the multiplication 

with the learning rate: 

𝑊𝐼𝑛𝑝𝑢𝑡𝑛𝑒𝑢 ≈
ێێۏ
ێێێ
ێێێ
ۍ 0.1 0.2 0.30.4 0.5 0.60.7 0.8 0.90.1 0.11 0.120.13 0.14 0.150.16 0.17 0.180.19 0.20 0.210.22 0.23 0.240.25 0.26 0.270.28 0.29 0.3 ۑۑے

ۑۑۑ
ۑۑۑ
ې

−
ێێۏ
ێێێ
ێێێ
0.00265−ۍ −0.00285 −0.003050.00061 0.00066 0.00071−0.00263 −0.00283 −0.003030.00064 0.00069 0.000740.00064 0.00069 0.000740.00066 0.00071 0.000760.00066 0.00071 0.000770.00068 0.00073 0.000780.00069 0.00074 0.00080.0007 0.00075 0.0008 ۑۑے

ۑۑۑ
ۑۑۑ
ې
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Finally, the two matrices mentioned above are subtracted. The weight 𝑊𝐼𝑛𝑝𝑢𝑡𝑛𝑒𝑢 looks 

as follows (and is further “optimized” in the following iterations): 

𝑊𝐼𝑛𝑝𝑢𝑡𝑛𝑒𝑢 ≈
ێێۏ
ێێێ
ێێێ
0.1026ۍ 0.2028 0.30300.3993 0.4993 0.59920.7026 0.8028 0.90300.0993 0.1093 0.11930.1294 0.1393 0.14930.1593 0.1692 0.17920.1893 0.1992 0.20920.2193 0.2293 0.23920.2493 0.2592 0.26920.2793 0.2892 ۑۑے0.2992

ۑۑۑ
ۑۑۑ
ې
 

The weight matrix 𝑊𝑂𝑢𝑡𝑝𝑢𝑡𝑛𝑒𝑢  is calculated in a similar way to the weight matrix 𝑊𝐼𝑛𝑝𝑢𝑡𝑛𝑒𝑢 . However, it should be noted that the weight matrix 𝑊𝑂𝑢𝑡𝑝𝑢𝑡𝑛𝑒𝑢 , like the 

weight matrix 𝑊𝑂𝑢𝑡𝑝𝑢𝑡𝑎𝑙𝑡, is a (3𝑥10) matrix. Therefore, the transposed vectors must be 

used to ensure a mathematically admissible calculation. This means that the vector ℎ→𝑇 

and the error vector 𝑚→  must be transposed before multiplication to ensure that the mul-

tiplication of both vectors forms a matrix with the same form as 𝑊𝑂𝑢𝑡𝑝𝑢𝑡𝑎𝑙𝑡: ℎ→ ∗ 𝑚→ 𝑇 

The formula for calculating 𝑊𝑂𝑢𝑡𝑝𝑢𝑡𝑛𝑒𝑢 is as follows:  𝑊𝑂𝑢𝑡𝑝𝑢𝑡𝑛𝑒𝑢 = 𝑊𝑂𝑢𝑡𝑝𝑢𝑡𝑎𝑙𝑡 − 𝜂 ∗ ℎ→ ∗ 𝑚→ 𝑇 

The calculation of 𝑊𝑂𝑢𝑡𝑝𝑢𝑡𝑛𝑒𝑢 with the aforementioned values is carried out as follows: 

𝑊𝑂𝑢𝑡𝑝𝑢𝑡𝑛𝑒𝑢 =  0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10.11 0.12 0.13 0.14 0.15 0.16 0.17 0.18 0.19 0.20.21 0.22 0.23 0.24 0.25 0.26 0.27 0.28 0.29 0.3൩ −0.025 ∗
0.130.140.15൩ ∗ [−0.814 0.188 −0.808 0.196 0.198 0.202 0.204 0.208 0.212 0.214] 

The calculation result of ℎ→ ∗ 𝑚→ 𝑇 is shown in the following step: 

𝑊𝑂𝑢𝑡𝑝𝑢𝑡𝑛𝑒𝑢 ≈  0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10.11 0.12 0.13 0.14 0.15 0.16 0.17 0.18 0.19 0.20.21 0.22 0.23 0.24 0.25 0.26 0.27 0.28 0.29 0.3൩ − 0.025 ∗ 

−0.10582 0.02444 −0.10504 0.02548 0.02574 0.02626 0.02652 0.02704 0.02756 0.02782−0.11396 0.02632 −0.11312 0.02744 0.02772 0.02828 0.02856 0.02912 0.02968 0.02996−0.1221 0.0282 −0.1212 0.0294 0.0297 0.0303 0.0306 0.0312 0.0318 0.0321 ൩ 
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The calculation result of the multiplication with the learning rate is displayed in the 

following step: 

𝑊𝑂𝑢𝑡𝑝𝑢𝑡𝑛𝑒𝑢 ≈  0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10.11 0.12 0.13 0.14 0.15 0.16 0.17 0.18 0.19 0.20.21 0.22 0.23 0.24 0.25 0.26 0.27 0.28 0.29 0.3൩ − 

−0.00265 0.00061 −0.00263 0.00064 0.00064 0.00066 0.00066 0.00068 0.00069 0.0007−0.00285 0.00066 −0.00283 0.00069 0.00069 0.00071 0.00071 0.00073 0.00074 0.00075−0.00305 0.00071 −0.00303 0.000743 0.00074 0.00076 0.00077 0.00078 0.0008 0.0008 ൩ 

Finally, the two previous matrices are subtracted. The weight matrix 𝑊𝑂𝑢𝑡𝑝𝑢𝑡𝑛𝑒𝑢, which 

is further “optimized” in the following iterations, looks as follows: 𝑊𝑂𝑢𝑡𝑝𝑢𝑡𝑛𝑒𝑢 ≈ 

0.10265 0.19939 0.30363 0.39936 0.49936 0.59934 0.69934 0.79932 0.89931 0.993050.11284 0.11934 0.13283 0.13931 0.14931 0.15929 0.16929 0.17927 0.18926 0.199250.21305 0.2193 0.23303 0.23927 0.24925 0.25924 0.26924 0.27922 0.28921 0.29920൩ 

When the update of the two weight matrices 𝑊𝑂𝑢𝑡𝑝𝑢𝑡 and 𝑊𝐼𝑛𝑝𝑢𝑡 is complete, the cur-

rent iteration is ended. The window of size m moves to the next center word (in this case 

the word “berlin”). The next iteration begins. 

In summary, the skip-gram model attempts to “optimize” the values of the weight ma-

trices 𝑊𝑂𝑢𝑡𝑝𝑢𝑡 and 𝑊𝐼𝑛𝑝𝑢𝑡 using the error vector 𝑚→  in such a way that the context words 

are predicted with maximum probability for a given center word. Maximizing the prob-

ability of predicting context words leads to the optimization of the weight matrices 𝑊𝑂𝑢𝑡𝑝𝑢𝑡 and 𝑊𝐼𝑛𝑝𝑢𝑡. Essentially, the Word2Vec technique is used to learn statistical—
often referred to as “semantic” (we will come back to this)—relationships between 

words by developing and “optimizing” vector representations for words from an under-

lying text corpus. 

As details on the information technology implementation of the similarity algorithm for 

an ontology-supported CBR system in a cloud environment will probably only be of 

interest to IT and AI experts, we do not go into them in this article. Instead, detailed 

implementation explanations can be found in SETHUPATHY (2024), pp. 470–535. 
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5 Critical reflections 

5.1 Ontology-supported case-based reasoning for the reuse  
of experience-based knowledge about safety-critical IT projects  

The construction of the safety-critical IT project ontology depends on a large number of 

design decisions. Although almost every decision in the context of the construction of 

the safety-critical IT project ontology can be characterized as worthy of discussion, the 

following remarks focus only on a few construction decisions that we consider particu-

larly prominent and valuable. 

Firstly, it can be critically noted that we used as our basis a still incomplete PM domain 

ontology from the KI-LiveS project. The PM domain ontology has neither versioning 

nor citable documentation. In addition, we used OWLReady2 o determine that the PM 

domain ontology was incorrect, as duplicate name designations produced an error mes-

sage. 

The construction of the safety-critical IT project ontology was essentially limited to ex-

tending the PM domain ontology to include the aspects of safety-critical IT projects. 

Although we simplified the integration into the CBR tool jCORA by using the PM do-

main ontology, said ontology contains a large number of classes and properties that are 

not relevant for the safety-critical IT project ontology. The restrictions made mainly 

relate to the extended classes, relations, and attributes, so that it can be critically noted 

that for a completely integer application of the constructed ontology, the existing entities 

of the existing PM domain ontology should also have been provided with restrictions. 

This criticism also applies to the PRINCE2 and risk management ontology used. Fur-

thermore, for the safety-critical IT project ontology, it cannot be expected that all lin-

guistic means of expression for representing domain-specific knowledge are included. 

The choice of the Protégé software tool should also be critically discussed. The errors 

recognized by OWLReady2 regarding duplicate names were not recognized by Protégé. 

Errors also occasionally occurred in the construction of the ontology with Protégé, no-

tably the following: 

• When constructing complex situations (e.g., inheritance), an error in Protégé can 

lead to the editor window being called by a different class than the one previously 

selected by the user. 

• When installing plug-ins, it can occasionally happen that plug-ins cannot be used 

and have to be reinstalled. 
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• Protégé can no longer be used due to overlapping graphical elements; this often 

occurs when Protégé is restarted. 

• Both the HermiT and the Pellet Reasoner of Protégé did not recognize the errors 

of double naming. 

The use of the web-based ontology editor WebProtégé could presumably resolve these 

highlighted problems with Protégé. In particular, the high degree of updating of Web-

Protégé could be an indication that it has a significantly shorter error correction time 

than the desktop version of Protégé. If the safety-critical IT project ontology is further 

developed, it could be set up exclusively with the WebProtégé ontology editor, for ex-

ample, in order to utilize the advantages of Internet-based application software. How-

ever, the user must be aware that Web Protégé has a more limited range of functions 

than desktop Protégé. 

The ontology gains expressive power through the cardinalities and SWRL rules. How-

ever, the CBR tool jCORA cannot process SWRL rules. Nevertheless, we have decided 

in favor of constructing such rules in order to make them as expressive as possible in 

the sense of an independent ontology. A further limitation of SWRL rules is their use in 

an operational environment, which requires extensive maintenance.  

Furthermore, one can criticize the “subjective” selection and small number of cases in 

the case base. On the one hand, the selection of cases ensures that the ontology provides 

the linguistic means of expression necessary for modeling the cases. On the other hand, 

we arguably did not check whether the constructed ontology also proves to be practica-

ble in the context of other conceivable cases. The small number of cases in the case base 

does not allow any statement to be made about the runtime, e.g., for calculating similar-

ity values and for determining the most similar projects. It can be recognized that the 

performance requirement for calculating the similarity of cases is increasing. However, 

it can be assumed that there are far more cases in the case base in the operational envi-

ronment than in the ontology-supported CBR system considered here as a prototype, so 

that the runtime can increase significantly. An evaluation of the runtime based on a re-

alistic number of cases in the case base was not carried out. It is also important to deter-

mine the number of cases above which the CBR system delivers “better” results in terms 

of identifying cases that are as similar as possible. 

It can also be argued that not every class in the ontology of safety-critical IT projects 

could be constructed separately due to confidentiality levels and possible security con-

cerns. In some places, there is also a lack of concrete reference to practice-relevant ser-

vice descriptions due to possible security concerns. Although it is possible to derive the 

specific characteristics of safety-critical requirements via individuals, it was not possible 
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to adequately express further-reaching safety properties that are subject to a confidenti-

ality level in the safety-critical IT project ontology. 

Another point of criticism is the collection of terms for the class construction, which we 

carried out by means of an informal enquiry via email. It is conceivable that further 

terms could have been mentioned that would have been relevant for the construction, 

but were overlooked due to this choice of method. However, we deliberately chose this 

informal procedure so as not to rely exclusively on feedback from experts, but also to 

be able to use individual terms from the terms of reference for which there were no 

security concerns. In addition, we intended the informal enquiry to prevent us from in-

fluencing the answers to the terms and competency questions, while making it easier to 

document the response.  

In addition, the adaptation of the solution of the most similar old project, which fulfills 

the required minimum similarity, to the description of a new project for the application 

of ontology-supported case-based reasoning to safety-critical IT projects is missing, so 

that strictly speaking there is no complete application of case-based reasoning. We do 

explain conceptually how the adaptation could take place (in particular the acquisition 

of adaptation knowledge). However, concrete adaptation rules for the domain of safety-

critical IT projects and exemplary applications of these adaptation rules to safety-critical 

IT projects are missing. Nor did we consider the revise and retain phases. This is re-

served for later research work—including by the second author of this article as part of 

his dissertation. 

We could also have tested the safety-critical IT project ontology for its expressiveness 

in the operational environment, and incorporated user feedback in the context of possi-

ble tests into improving the ontology, among other things. It would be conceivable to 

use a possible procedure as in WEBER et al. (2023), pp. 38–56, where the researchers 

evaluated a user interface of the CBR tool jCORA via a user test in the form of a survey. 

Finally, the selection of the CBR tool jCORA can be criticized. We could have selected 

this CBR tool on the basis of a catalogue of requirements from potential operational 

users of case-based reasoning, for example by applying the Analytic Hierarchy Process 

as a business management multi-criteria evaluation technique, which is used, for exam-

ple, by BEIßEL (2011), pp. 49–132, in particular pp. 85–132, to evaluate as both an on-

tology editor and a CBR tool. 
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5.2 Cloud-native application for an ontology-supported  
case-based reasoning system 

The design of an ontology-supported CBR system as a cloud-native application and the 

prototypical implementation of individual functions based on it depend on numerous 

design decisions, which we critically reflect upon in the following.  

The first decision concerns the choice of cloud environment. We could have selected 

Microsoft Azure Cloud from Microsoft as both the primary and secondary platform. In 

the case of development in the Microsoft Azure Cloud, Microsoft’s Visual Studio 

Online development environment would have to be used instead of the Cloud9 devel-

opment environment used primarily. Visual Studio Online is particularly recommended 

for the development of Microsoft-related applications. The Google Cloud Platform, 

which we used as a secondary platform, could also have been used as the primary plat-

form. In particular, the browser-based development environment Google Colab is de-

signed for development with Python for machine learning, big data analyses, and all AI 

algorithms. As a cloud-hosted version of Jupyter Notebook, Colab offers free access to 

computer infrastructure such as storage, memory, processing capacity, graphics pro-

cessing units (GPUs), and tensor processing units (TPUs) for AI algorithms. In this ar-

ticle, we developed the simStringBOS function based on Word2Vec with the help of 

Google Colab. It would be conceivable to implement all functions via Colab in the form 

of a Jupyter notebook and make them available exclusively in Google’s cloud environ-

ment. 

Another limitation is the lack of a database in the prototype implementation. The ontol-

ogy is stored on a file server in the cloud environment in order to demonstrate the fea-

sibility of an ontology-supported CBR system as a cloud-native application as a proto-

type. In an operational environment, however, the ontology would have to be stored in 

a database and protected by access rights. We did not do so in the prototype implemen-

tation of this article, nor did we sufficiently consider the entire role and rights manage-

ment. Although the API gateway creates centralized access, this only represents a start-

ing point for role and rights management. Other components, such as authentication 

mechanisms, would have to be considered subsequently. In principle, the manipulation 

of an online technology should be linked to a role, such as administrator. 

The area of data protection comprises further concerns, which is particularly salient be-

cause security-critical IT projects involve projects with highly sensitive data that are 

generally subject to classification. In terms of data protection compliance, two areas 

need to be improved when designing an ontology-based CBR system as a cloud-native 

application. 



Critical reflections 233 

 

Firstly, the choice of cloud provider is a point the literature has critically discussed from 

a data protection perspective; cf., e.g., KNEUPER (2021), p. 11; JÄGER/RIEKEN/ERNST 

(2020), pp. 3–10; VOIGT/VON DEM BUSSCHE (2018), pp. 315–317. It must be ensured 

that the German data protection regulations are complied with and that no unauthorized 

data access (e.g., by other foreign security authorities) is possible. 

Secondly, in addition to legal data protection, technical data protection should also be 

taken into account in the form of additional functionalities. For example, in the concept 

presented here we have not sufficiently taken into account the aforementioned rights 

management and the pseudonymization and encryption of personal data. The use of the 

API gateway and the implementation using serverless functions offer various starting 

points for integrating technical data protection. One such starting point could be to en-

crypt the communication between the client, the API gateway, and the serverless func-

tions using secure transmission protocols such as HTTPS. We did not consider such 

aspects here, deliberately accepting this limitation as our focus was on demonstrating 

the general feasibility of an ontology-supported CBR system for safety-critical IT pro-

jects. 

Another fundamental point that plays a vital role alongside data protection is a cloud 

environment’s security. Data can be stolen in a cloud environment through hacker at-

tacks, which can pose a serious threat to security-critical IT projects with a certain con-

fidentiality level. Furthermore, recent cases show that even cloud environments are not 

protected against attacks and that such attacks can lead to entire systems being deleted 

as a result. One such example is the recent case at CloudNordic, where a hacker attack 

caused considerable damage by encrypting all the data in the cloud environment and 

rendering it unusable; cf. KUHN (2023).  

The small number of specific similarity functions implemented should also be critically 

scrutinized. The dictionary includes only four similarity types with assigned similarity 

functions; moreover, they are hard coded. For use in an operational environment, the 

dictionary means additional effort, as the assignment and maintenance must be carried 

out manually. Reliable automatic determination of the similarity types would be desira-

ble, but will hardly be possible in practice. 

The specific similarity function simStringBOS represents a central similarity function 

that calculates a similarity between two words from the area of safety-critical IT projects 

using Word2Vec. It is crucial that various critical aspects be taken into account when 

implementing this function, which must be carefully evaluated. Firstly, the fundamen-

tally debatable interpretation of the similarity of Word2Vec must be criticized. In math-

ematical terms, similarity is usually defined as a measure of proximity or correlation 

between two objects. In Word2Vec, however, similarity is calculated on the basis of the 
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spatial proximity of the vectors in vector space. Words that occur in similar contexts 

and have similar meanings are close to each other in the vector space. It is assumed that 

words that occur in similar contexts also have similar meanings. Therefore, the spatial 

proximity of the vectors is used as a measure of the similarity between the words. It is 

important to note that the similarity calculated with Word2Vec is based on patterns (cen-

ter words and context words) that the model has learned from the text corpus. There may 

be situations where the similarity does not always match the intuitive meaning or human 

understanding of similarity. The results strongly depend on the quality and representa-

tiveness of the text corpus. It should also be noted that Word2Vec, as a statistical 

method, is based on probabilities and distributions. Consequently, strictly speaking, the 

term “similarity” cannot always be interpreted in the classical mathematical sense, mak-

ing it more appropriate to use the term “probability”. 

In addition to the debatable interpretation of the similarity of Word2Vec, some decisions 

regarding the implementation of the simStringBOS similarity function also need to be 

scrutinized. We will first discuss the selection and anonymization of the performance 

descriptions. Although our training basis was made up of three performance descriptions 

that together comprise 1,300 pages, this training basis could be expanded and broadened 

to include further performance descriptions. As already described in the previous expla-

nations, the challenge is to provide training principles that are relevant to practice on the 

one hand, but also to remove critical information or documents with confidentiality lev-

els from the training principles on the other. In order to meet this challenge, we limited 

the anonymization and selection to three service descriptions. 

The data preparation of the text document in the simStringBOS function can also be 

discussed in pre-processing. In particular, chapter numbers and special characters such 

as “(” are not removed. Although automated removal is possible, it would result in num-

bers such as “110” and “112”, which are particularly important in the area of safety-

critical IT projects, also being removed. The definition of exceptions and manual editing 

of the text document would be conceivable. The data preparation carried out is sufficient 

to illustrate the feasibility, as it provides correct calculation results for the similarity of 

two words. Overall, however, it should be noted that said preparation can be improved 

by further data cleansing. The extent to which the text basis is manipulated by excessive 

data preparation and the original content is too strongly altered must be weighed up. 

There also exist new technologies such as the Transformer approach (Transformer-

based Language Models and Large Language Models) to determine the similarity of 

words. A transformer is a type of artificial neural network that was first introduced by 

VASWANI et al. in 2017. The essential core of a transformer is its ability to process in-
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formation (e.g., from natural language texts) in parallel and thus quickly train the un-

derlying artificial neural network; cf. VASWANI et al. (2017), p. 2. The algorithm uses 

multi-head attention mechanisms to understand the meaning of each word in the context 

of its environment; cf. VASWANI et al. (2017), p. 1. Although both Word2Vec and 

Transformer are based on artificial neural networks, there are some important differ-

ences. Word2Vec is based on a relatively simple artificial neural network that learns 

word embeddings. A transformer, on the other hand, has a more complex, multi-layered 

architecture for artificial neural networks, which is based on the “attention mechanism”. 

The attentional mechanism is a concept of machine learning that was published by LU-

ONG/PHAM/MANNING. It is used to give more weight to certain parts of an input than 

others by calculating a weighting for each element; cf. LUONG/PHAM/MANNING (2015), 

p. 1. When processing natural language texts, the attention mechanism is used as part of 

the transformer to understand the meaning (frequency of coincidences) of a word in the 

context of its environment; see LUONG/PHAM/MANNING (2015), pp. 3–4. The trans-

former calculates a weighting for each word in the text and then only takes into account 

the words with the highest weightings when processing the text. This enables the trans-

former to understand the meaning (frequency of coincidences) of a word in the context 

of its environment; cf. LUONG/PHAM/MANNING (2015), p. 8. Word2Vec, on the other 

hand, processes texts sequentially and only takes into account word relationships in a 

limited context (window size), while the transformer enables parallel processing and 

understands the meaning of each word in the context of its environment. The transformer 

approach has proven to be very successful in processing natural language texts. A well-

known example is ChatGPT. The performance of the transformer approach is higher 

than that of Word2Vec because the method enables parallel processing. To summarize, 

the transformer approach offers a more complex model architecture for artificial neural 

networks compared to Word2Vec, which can lead to faster training and better results in 

the calculation of word similarities and is therefore an interesting option for use in a 

CBR system. Current literature considers the use of a transformer promising. See for 

example NIGHOJKAR/KHLYZOVA/LICATO (2022), p. 6; TABINDA KOKAB/ASGHAR/NAZ 

(2022), p. 11; MOHD/DHASMANA/UPADHYAY (2021), p. 2399. The sources mentioned 

also make a comparison between a Transformer and a Word2Vec approach. 

When implementing the simStringBOS function, the selection of parameter values 

must be considered critically. Although we selected and tested various values for the 

parameters in this article, further parameter combinations can be presented that go be-

yond our present scope. 

Due to their prototypical nature, the implemented functions can be criticized in that the 

following points of software development were not sufficiently taken into account: 
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• No error handling has been provided to intercept any incorrect entries made by a 

user. This can be the case, for example, if a function expects a string data type 

for the similarity calculation, but the user enters an integer data type. 

• The source code is not uploaded to a software repository and versioned. 

• No automated software tests were carried out. 

Although we based our design of the user interface as a click prototype on the publica-

tion WEBER et al. (2023), the design decisions made there can be discussed. The usabil-

ity engineering lifecycle according to NIELSEN was chosen for the design of the user 

interface. This can be criticized from two perspectives. Firstly, the usability engineering 

lifecycle according to MAYHEW is more detailed than the usability engineering lifecycle 

according to NIELSEN. Secondly, the aspects of NIELSEN could have been combined 

with those of MAYHEW. Another point of criticism regarding the design of the user in-

terface is that the accessibility of the click prototype was given too little consideration 

in the design decisions. Accessibility is becoming increasingly important for applica-

tions in the business environment. This is reflected both in the Barrier-free Information 

Technology Ordinance (BITV) and in ISO standard 9241 (Ergonomics of Human-Sys-

tem Interaction). A further limitation of the user interface is that the click prototype was 

only designed in the form of a web design and mobile applications were not taken into 

account. For further critically reflected design decisions, which are not discussed further 

here, please refer to WEBER et al. (2023), pp. 103–104. 

The selection of the similarity algorithm for the exemplary implementation of the con-

cept of an ontology-based CBR system as a cloud-native application can be viewed crit-

ically. The selection of application components is based on subjective criteria, such as 

the expected complexity of the implementation, the necessary automatic processing of 

an ontology and the potentially high resource consumption for the similarity calculation. 

Furthermore, it cannot be ruled out that a complete implementation as a cloud-native 

application could lead to problems elsewhere, for example when configuring the REST-

ful API structure for the interaction between the frontend and backend or when provid-

ing the user interface in a cloud environment. Strictly speaking, this article does not 

offer a complete concept that considers all areas (frontend and backend) in interaction; 

instead, the individual areas are considered separately and the focus is on the implemen-

tation of the similarity algorithm. 

Finally, the cloud-native application as a whole must be critically evaluated. An error in 

one function does not remain isolated, but can affect the entire similarity algorithm. The 

more functions are implemented and interact with each other, the more important testing 
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and monitoring them becomes. Although the functions’ complexity is reduced by iso-

lated functions, the resulting distributed system across cloud providers increases the 

complexity of the backend. Instead of a monolith, several functions must be monitored 

in parallel. 
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6 Conclusions on the scientific findings obtained 

We began this article by presenting scientific problems that were to be solved by means 

of the following intended scientific results: 

• A safety-critical IT project ontology 

• A CBR system with integrated ontology for safety-critical IT projects 

• Safety-critical IT projects as cases in a CBR system 

• A similarity calculation in the CBR system 

• A similarity algorithm as serverless functions in a cloud environment 

• Similarity functions as serverless functions in a cloud environment, including 

specific similarity functions for processing qualitative information from safety-

critical IT projects using artificial neural networks 

In the following, we draw our conclusions about the above-mentioned, intended scien-

tific results in order to check whether this contribution has actually achieved them. 

For the construction of a safety-critical IT project ontology, we developed a procedure 

based on NOY/MCGUINNESS, which we extended by an additional activity—the defini-

tion of rules. In order to construct a practice-oriented safety-critical IT project ontology, 

we used competency questions and terms formulated by experts and terms from relevant 

service descriptions, taking into account the confidentiality classification. We then con-

structed the safety-critical IT project ontology using the Protégé ontology editor, apply-

ing the PM domain ontology and the PRINCE2 and risk management ontology as a 

basis. The intended scientific result of a safety-critical IT project ontology can be con-

sidered to have been achieved, taking into account the limitations described in chapter 

5.1. 

The CBR tool used for the construction of ontology-supported CBR systems was 

jCORA, which supports heterogeneous case bases and has an integrated similarity algo-

rithm. The implementation of the safety-critical IT project ontology in such a CBR sys-

tem represented the second intended scientific result. It can be regarded as fulfilled be-

cause the ontology has been successfully integrated into the CBR tool jCORA for case 

construction and similarity calculation.  

In order to achieve the intended scientific result of capturing safety-critical IT projects 

as cases in an ontology-supported CBR system, we specified such cases on the basis of 

the safety-critical IT project ontology. The intended scientific result can be regarded as 
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fulfilled, as we specified three cases for safety-critical IT projects in an exemplary man-

ner. 

We carried out a similarity calculation with the specified cases in the ontology-based 

CBR system. However, we cannot say with certainty whether this calculation was car-

ried out correctly. We identified limitations, such as a lack of application performance 

and incorrect similarity calculations when using global individuals. It should also be 

critically noted that we did not weight the individual properties of the cases separately, 

instead uniformly giving them a weight of 1.0, although different weightings may be 

required in practice. However, we chose this approach merely to demonstrate the basic 

feasibility of the concept presented here for ontology-based CBR systems. Furthermore, 

specific similarity functions are missing, so that the universal similarity functions may 

be insufficient and lead to incorrect calculations. We therefore consider the intended 

scientific result of the similarity calculation in the CBR system to be only partially 

achieved. 

In order to achieve the intended scientific result of providing the similarity algorithm as 

a serverless function to demonstrate the feasibility of ontology-supported case-based 

reasoning as a cloud-native application, we selected Python as the programming lan-

guage and Amazon Web Services (AWS) and the Google Cloud Platform (GCP) as the 

cloud environments. We used the Python module OWLReady2 to process the ontolo-

gies. When we were initially importing the ontologies into the cloud environment with 

OWLReady2, we found that the underlying PM domain ontology had inconsistencies 

that made this action impossible. The ontology editor Protégé had not reported these 

inconsistencies. After manually correcting the inconsistencies in the ontology (duplicate 

names), we managed to perform an import with OWLReady2. Both OWLReady2 and 

Protégé use HermiT as a reasoner, but Protégé did not show the inconsistencies. 

Another challenge was the implementation of the similarity algorithm, which we did as 

a serverless function. We found that the calculated similarity between two individuals 

was perceived as too low despite correct application of the algorithm. To counteract this 

impression, we used not only common class properties but also class properties of the 

same similarity type for comparison. Although the algorithm was hard-coded in some 

areas, in particular through the use of a dictionary, the implementation shows in princi-

ple that the similarity algorithm can be provided by serverless functions and also offers 

starting points for further development. Since the complete similarity algorithm was 

implemented as a serverless function, which led to a correctly calculated similarity, the 

intended scientific result can be regarded as achieved. 
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The final intended scientific result of this paper is the implementation of specific simi-

larity functions for the processing of qualitative information from safety-critical IT pro-

jects with artificial neural networks. We implemented specific similarity functions based 

on similarity tables (coded in the simTCV function as an example), data types such as 

Boolean, and two specific similarity functions based on Word2Vec models. For demon-

stration purposes, we prepared a text corpus of service descriptions for safety-critical IT 

projects, and trained it in two models. The specific similarity function is able to calculate 

the similarity of two words from the service descriptions. The challenge in calculating 

the model lies in the parameterization. Predefined models can help here, but are domain-

independent. Even though current developments such as ChatGPT show that Word2Vec 

models could be replaced by transformer approaches in the future, there are currently 

no implementations to use such algorithms for ontology-supported case-based reason-

ing. Since the specific similarity functions were implemented as serverless functions, 

the intended scientific result can be considered achieved. 

The intended scientific results are summarized with the scientific results actually 

achieved using “Harvey balls”: 

Harvey Ball Description 

 
No result  

 
Result only achieved in small parts 

 
Result partially achieved 

 
Result largely achieved 

 
Result achieved in full 

Table 62: Harvey Ball definitions for the qualitative comparison  

of the intended scientific results 

The comparative result is shown in Table 63 below. For more detailed explanations, cf. 
SETHUPATHY (2024), pp. 552–553.  
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Intended scientific result Scientific result actually achieved Degree of 

fulfillment 

Safety-critical IT project ontology Safety-critical IT project ontology 
 

CBR system with integrated ontology 

for safety-critical IT projects 

CBR system with integrated ontol-

ogy for safety-critical IT projects  

Safety-critical IT projects in the form 

of cases in a CBR system 

Safety-critical IT projects in the 

form of cases in a CBR system  

Similarity calculation in the CBR 

system 

Similarity calculation in the CBR 

system with universal similarity 

functions 

 

Similarity algorithm as server-less 

functions on a cloud environment 

Similarity algorithm as server-less 

functions on a cloud environment  

Similarity functions as server-less 

functions in a cloud environment  

including two specific similarity 

functions for processing qualitative 

information from safety-critical  

IT projects using artificial neural  

networks. 

Similarity functions as server-less 

functions in a cloud environment  

including two specific similarity 

functions for processing qualitative 

information from safety-critical  

IT projects using artificial neural 

networks. 

 

Table 63: Comparison between intended and actually achieved scientific results 
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7 Outlook for further research needs  

The potential for further development already indicated in this article offers a number 

of interesting questions that still need to be investigated. 

The first starting point for in-depth investigations is the further development of the 

safety-critical IT project ontology to include additional linguistic means of expression 

and domain-specific rules. The construction of further SWRL rules would increase the 

safety-critical IT project ontology’s informative value and could also serve as a basis 

for the development of specific adaptation rules. It would be conceivable to gain further 

linguistic means of expression by involving additional experts and further performance 

descriptions and to provide linguistic means of expression from other project manage-

ment methods, such as PMI or Scrum, and integrate them into the safety-critical IT pro-

ject ontology. For example, it would be desirable to implement adaptation rules that 

enable an exchange between project management methods, so that a project carried out 

with PRINCE2 receives suggestions for new projects with regard to an adaptation to 

project management methods, such as PMI or Scrum, through an adaptation rule. 

The input of project knowledge and the maintenance of the case base could be automated 

through interfaces to operational (software) applications (e.g., Sharepoint and SAP sys-

tems). The interfaces to the business applications could be implemented as independent 

serverless functions in a cloud environment that retrieve data from the business applica-

tions and display it in an ontology-supported CBR system for a cloud-native application. 

A further investigation could examine the extent to which it is possible to automate the 

input of project knowledge, or at least to automate the pre-processing of project 

knowledge as a first step. Case entry could also be accelerated by generating templates. 

AI techniques could be used to recognize patterns for case templates. It would be con-

ceivable to use Doc2Vec, described later in the outlook, to recognize patterns in a large 

number of documents and use them to create case templates. 

The CBR tool jCORA represents a different starting point for further developments 

aimed at overcoming the current limitations and preparing the CBR tool for “future-

proof” information technology. In this article, we presented the reading and processing 

of an ontology, the similarity algorithm with specific similarity functions, and a user 

interface as a click prototype designed for use as a cloud-native application as examples. 

In a more in-depth investigation, it would be desirable to provide all the areas considered 

in isolation as a fully functional cloud-native application and to extend them with addi-

tional specific similarity functions.  
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As part of further development as a cloud-native application, it is also conceivable to 

use the Python module OWLReady2 to extend ontology-supported case-based reason-

ing with ontology editing functions, for example to avoid always having to resort to the 

ontology editor Protégé when making necessary additions to an ontology. 

Another starting point for further investigations is the Word2Vec algorithm, which was 

used for the two specific similarity functions simStringBOS and simPreTrained. 

Various further developments are possible here. On the one hand, the Word2Vec algo-

rithm can be improved with other Python modules (e.g., Tensorflow) in terms of training 

so that the artificial neural network can be expanded to include network levels. Further-

more, it would be desirable to use a transformer algorithm in addition to a Word2Vec 

algorithm and to make this available as a specific similarity function. Although there 

currently exist no modules that provide a similar result to ChatGPT or Bidirectional 

Encoder Representations from Transformers (BERT), Tensorflow can be used to create 

a basic application with the Transformer approach in a Python project. Documentation 

on how a general Transformer approach can be used in a Python project can be found in 

TENSORFLOW (2023). This documentation describes the use of the Transformer ap-

proach for the translation of natural language texts as an example. A content-related 

similarity analysis, e.g., between sentences or words, is also possible, but would need to 

be evaluated in a further study. Current publications show these possibilities; cf. for 

example BAER/PURVES (2023), p. 56; WORTH (2023), p. 14; ZHANG et al. (2023), p. 3. 

The sources mentioned describe the basic suitability of the transformer approach for 

checking the similarity of natural language texts. 

In an in-depth study, it would be desirable to implement these approaches as independ-

ent specific similarity functions as serverless functions and to integrate them into an 

ontology-supported CBR system for a cloud-native application. The following research 

questions could be formulated for follow-up studies: 

• How can the Transformer approach be integrated into an ontology-based CBR 

system? 

• How can ontologies be used in combination with transformer algorithms to de-

velop specific adaptation rules? 

In this article, we used only two specific similarity functions based on the Word2Vec 

technique (simStringBOS und simPreTrained). In further investigations, additional 

specific similarity functions could be implemented that are trained with different docu-

ments. Based on the Word2Vec calculation model, the Doc2Vec submodule exists in 

Gensim, which offers a promising approach for comparing documents. Doc2Vec makes 
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it possible to determine the similarity of content between documents. The following 

research questions can be answered with Doc2Vec: 

• Which two documents from a set of documents are most similar to each other? 

• Can paragraphs, passages, or individual sentences be found that are similar to 

other paragraphs, passages, or individual sentences in the same document or other 

documents? 

Furthermore, a combination of Word2Vec, Transformer approach, and Doc2Vec for on-

tology-supported case-based reasoning could represent an interesting research approach. 

It could be investigated whether additional evaluation options exist through combined 

use, for example to make predictions of project decisions. With regard to the prediction 

of project decisions, the approach differs from the reuse of experience-based knowledge 

in that individual project decisions can possibly be predicted on the basis of past project 

experience. In this case, the focus is on individual project decisions and not on the entire 

project. The possibility of prediction using the Word2Vec algorithm is already the sub-

ject of initial investigations. For example, the Word2Vec algorithm is being used to 

develop models for predicting the severity of software errors; cf. AGRAWAL/GOYAL 

(2021), pp. 106–108. Regarding the improvement of purchasing forecasts using the 

Word2Vec algorithm, see ESMELI/BADER-EL-DEN/ABDULLAHI (2020), pp. 2–5. For the 

detection of anomalies in system logs using the Word2Vec algorithm, see WANG et al. 

(2022), pp. 1210–1220. 

Word2Vec could also offer possibilities for the definition of adaptation rules, the auto-

mated generation of ontologies, and the verification of an ontology. Initial research ap-

proaches already exist in this area. For the possible automated generation of an ontology 

using Word2Vec, please refer to YOUN/NARAVANE/TAGKOPOULOS (2020), pp. 2–3; 

MAHMOUD/ELBEH/ABDLKADER (2018), pp. 184–188; WOHLGENANNT/MINIC (2016), 

pp. 2–4. We present YOUN/NARA-VANE/TAGKOPOULOS as an example, as the authors 

use a similar approach to this article. These authors use a text corpus (including Wik-

ipedia entries and food databases) to create an ontology for food; cf. YOUN/NARAVANE/ 

TAGKOPOULOS (2020), pp. 2–3. In addition, reference is made to CHEN et al. (2021), pp. 

1815–1843, who develop the innovative OWL2Vec approach based on Word2Vec to 

generate an automated ontology embedding. 

Word2Vec could be a tool for the automated pre-processing of project knowledge from 

natural language texts in order to automatically extract attribute and relation values of 

cases for the representation of safety-critical IT projects. BEIßEL (2011), p. 219, has al-

ready addressed this aspect as a possible research approach. However, he saw limitations 

with regard to the available text analysis tools. It would be desirable to check whether 
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the limitations mentioned by BEIßEL can be overcome using a Word2Vec or Transfor-

mer approach. 

The adaptation of cases in the context of ontology-supported case-based reasoning rep-

resents a particularly serious problem area. In this article, we have described a concep-

tual approach for the acquisition of adaptation knowledge. In a further study, however, 

it would be desirable to consider the adaptation of cases in the context of ontology-

supported case-based reasoning. In particular, the implementation of adaptation rules, 

the automated acquisition of said rules, and their application represent an interesting 

field of research in which the techniques used here, such as SWRL rules, Word2Vec, 

and the transformer approach, could provide possible support. In the context of public 

procurement procedures (from the perspective of a potential contractor), for example, 

such support could consist of the automated processing of service descriptions on rele-

vant tendering platforms using the Transformer or Word2Vec approach and comparing 

them with existing experience-based knowledge. This enables the identification of ten-

ders with a higher probability of winning, as experience is already available, and solu-

tion approaches for the tendered service are available or can be adapted to the new prob-

lem (the tendered service) using adaptation rules. In this way, a company’s sales process 

can be strengthened by using automation to ensure that only those tenders are processed 

where experience is available, or even by applying customization rules using SWRL, 

Word2Vec, or transformer systems to solve the new problem. 
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In safety-critical IT projects, the success of which is crucial to public

safety, the failure of an IT system can have far-reaching consequences.

In practice, however, the reuse of valuable experience-based knowl-

edge, which is often available in natural language and on different IT

systems or in physical documents, poses a considerable challenge.

If this experience-based knowledge is not taken into account, the

consequences can be serious and lead to high additional costs and

considerable project delays.

One possible approach to solving these problems lies at the interface

of business administration, business informatics and computer science.

This approach combines the previously separate disciplines of project

management, knowledge management and artificial intelligence (AI).

It shows how proven “traditional” AI techniques, especially ontologies

and case-based reasoning, can be used effectively in safety-critical IT

projects. By combining ontology-supported case-based reasoning with

artificial neural networks for the “modern” Word2Vec technique, a cloud-

based software is designed that can be used to significantly improve the

reuse of experience-based knowledge in safety-critical IT projects.

The article presented here shows how the combination of traditional

and modern AI techniques can provide a key to the systematic reuse of

mission-critical experience-based knowledge in IT projects.
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